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First, instability invites the tempting but unjustified infer-
ence that the true relationship of interest is weak. Gerring’s
commentary provides an example of this interpretation:

…if there were a reasonably strong (and therefore practi-
cally and theoretically relevant) causal relationship be-
tween democracy and growth, one would expect it to ap-
pear in cross-national empirical tests and to be at least
somewhat stable across various (plausible) robustness
tests.

While this expectation makes intuitive sense, it is nonetheless
unreliable. With respect to the relationship between democ-
racy and growth, the range of models which scholars have
regarded as potentially credible produce results ranging from
substantively and statistically significant negative effects to
similarly significant positive effects (Seawright 2010). Within
this range of results, there is no special reason to believe that
the truth lies in the middle. It might instead be the case that the
largest negative estimate produced to date in fact reflects the
causal truth; or, perhaps, a very positive estimate corresponds
with the correct model. If one model captures the structure of
the data-generating process, or one estimate is correct, then all
the others are incorrect and irrelevant. Instability across ac-
cepted specifications thus should not be seen as providing
evidence that the true relationship is weak. Such instability
only provides evidence that our consensus about how to write
down regression models is weak.

Second, the set of models which are currently regarded by
the scholarly community as plausible and which can be esti-
mated using existing data comprise a quite unusual sample
from the population of possible models for a given relation-
ship. The distinctiveness of this sample is in part healthy:
presumably, knowledge of cases and substance rules out a
range of specifications that are statistically possible but in
some sense foolish. Thus, we rarely estimate models in which
the positions of planets, for example, are taken to predict eco-
nomic performance or political institutions.

However, the extreme winnowing that produces our col-
lection of plausible models also includes less salutary forms of
selection. Some of these reflect ossified convention. For his-
torical reasons, additive models which are linear in both the
parameters and the independent variables, and which feature
an independent, additive, approximately normally distributed
error term, are our collective default for the analysis of con-
tinuous dependent variables (Stigler 1990).

Our sample of plausible models is further constrained by
the set of available indicators. While scholars sometimes cre-
ate new indicators to capture novel hypotheses that lie at the
center of their explanatory agendas, they rarely go to the same
amount of work to measure potential confounding variables.
Instead, the control variables in our plausible models are gen-
erally some subset of the current collective stock of data. Some
subset of that stock of variables becomes defined as the core
control variables, without which a model is inherently implau-
sible; this process of definition, I think, reflects in part an accu-
mulation of past findings and arguments and in part a process
of social consensus. But, regardless of the mix of these two
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emphasizing.
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Table 1: Two Simple Models of Democracy and Development

Model 1 Estimates (P Values) Model 2 Estimates (P Values)

Intercept -46.6 (< 0.01) -13.3 (< 0.01)

Logged Per Capita GDP 5.6 (< 0.01)

GDP Rank 0.2 (< 0.01)

GDP Residual 8.5 (0.59)

R2 0.16 0.16

N 128 128

components, such norms certainly further constrain the range
of plausible models.

Last but obviously not least, the set of plausible models is
limited by our contemporary repertoire of concepts and indica-
tors. Scholars working before the development of systematic
conceptualizations of, and survey measures for, the ideas of
retrospective economic evaluations or strategic voting pres-
sures would have an obvious excuse for failing to include
those variables in their models of vote choice—but, good ex-
cuse or no, the models remain misspecified. The variables that
will be discovered or invented over the next century quite
evidently cannot be included in today’s models, even though
they may be necessary for causal inference.

The net result of these and the other constraints listed
above is that the range of results found in today’s set of pub-
lished plausible models cannot even be taken as providing
logical upper and lower bounds for the true causal effect. Some
scholars might be tempted to argue that, while it is possible for
the true causal effect to fall outside the range of contemporary
statistical estimates, it is unlikely. This argument is not an im-
plication of regression theory and is not even universally sup-
ported by tests that compare observational regression esti-
mates with experimental benchmarks.

To sum up, unstable regression results on observational
data simply do not teach us about the direction, magnitude,
practical relevance, or theoretical importance of the underly-
ing causal relations. We may tend to believe less in causal
effects that cannot be consistently demonstrated using messy
data, but such disbelief is not well grounded and should prob-
ably be resisted. That is to say, “we do not know” does not
imply “it is not so.”

The Trouble with Stable Results

While researchers are likely to be broadly familiar with the
argument that instability in statistical results demonstrates sig-
nificant uncertainty in our knowledge about causal relations, it
is much less widely discussed but nonetheless true that stable
statistical results can also be compatible with uncertainty in
causal knowledge. To see this point, let us consider one of the
most stable findings in comparative politics: that GDP per capita
is significantly associated with democracy. Some scholars make
much of the distinction between predicting transitions to de-
mocracy and predicting democratic breakdown; for the

moment, I will disregard this distinction, for reasons to be dis-
cussed below.

It is true that democracy and development are strongly
related, for a wide variety of measures of democracy, a range of
operationalizations of development, and a broad class of sta-
tistical models. Yet it nonetheless remains uncertain whether
development in fact causes democracy.

While most models reproduce the widely accepted result
that development increases the probability of democracy, some
do not. In particular, Acemoglu, Johnson, Robinson, and Yared
(2008) show that including country fixed effects in an analysis
almost completely removes this relationship. A convergent find-
ing can be shown using two simple cross-sectional regression
models, shown in Table 1.

Model 1 in the table shows a bivariate regression predict-
ing democracy on the basis of per capita GDP (logged, as is
often the case in this literature, to deal with the skewness of
the variable). The analysis is carried out using 1985 data, al-
though the year is not important and similar findings can be
produced for a wide range of years. Here we find the standard
result: wealth strongly and positively predicts democracy.

Model 2 refines this finding, partitioning the democracy
variable into two orthogonal components. The first compo-
nent is a country’s rank in the global 1985 distribution of wealth,
while the second is that country’s residual in a regression
predicting logged GDP using GDP rank as an explanation. In
other words, the rank variable shows countries’ relative order
in the global economic hierarchy but not the fine detail of their
level of wealth, while the residual shows the component of the
level of wealth that cannot be predicted by rank order. The two
components can be linearly combined to recover the original
GDP variable.

This model allows us to ask which aspect of wealth—
relative position in the world hierarchy or absolute resources—
is in fact correlated with level of democracy. The question is
crucial given that most theorizing about this relationship, from
the days of modernization theory to the present, has treated
the absolute level of economic resources as the cause of inter-
est. Hence, if relative rather than absolute wealth is key, most
theoretical work on this central issue has been misdirected in
important ways.

If wealth per se is a cause of democracy, then both compo-
nents in this partition of GDP should be associated with level
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of democracy. Moving up the rank order should help because
it generally involves a gain in level of wealth, but increases in
level of wealth that are not quite large enough to produce a
change in rank order should also help. But in fact, as Model 2
shows, virtually all of the predictive power of the GDP variable
is captured by the rank component; the coefficient for the
residual component is not even close to achieving statistical
significance.

The distinction between rank order and level of GDP is
crucial because, while levels of GDP change substantially over
time, rank orders do not. Between 1960 and 1990, for example,
the correlation in GDP rank orders is 0.88. For this reason, the
1990 GDP rank order is almost as good a predictor of a country’s
1960 level of democracy as is that country’s 1960 level of GDP.
In my judgment, these findings are consistent with the hy-
pothesis that both long-term development trajectories and long-
term regime trajectories are caused by decisions or institu-
tional patterns at critical junctures well before the 20th century,
an idea that is supported by much more robust case-study
research (e.g., Mahoney 2010).

To the extent that these findings imply path dependence,
most panel analyses of wealth and regime type are statistically
problematic because they omit the critical historical events
that set countries on one path or another (whatever those
might be). Furthermore, findings relating wealth and demo-
cratic consolidation become causally ambiguous. Consolida-
tion may be a consequence of a country’s wealth, in absolute
or relative terms, or alternatively may be a component of an
institutional package that helps propel high levels of long-
term economic performance.

As this example shows, stable results across specifica-
tions may simply mean that all of those specifications omit the
same key confounder. These issues do not arise in the same
way for experiments and other strong research designs. Be-
cause of their reliance on randomization or detailed case infor-
mation, findings from these kinds of studies are, in comparison
with the regression analysis of observational data, much less
fragile to alternative model specifications.

The Trouble with Unconditional Inference

If neither stable results nor unstable results, with refer-
ence to the regression-type analysis of observational studies,
can be logically taken to have clear implications for causal
inference, the reader may begin to doubt that we could ever be
confident that we have found causal knowledge with such a
model. This doubt is, I think, healthy. To further nourish it, let
us consider the same dilemma along the lines of another di-
chotomy, that between unconditional and conditional infer-
ence.

Unconditional inference involves a simple bivariate analy-
sis of the relationship between the hypothesized cause and
the outcome. For experiments, and many natural experiments,
unconditional inference should be seen as the gold standard
for causal inference (Freedman 2008, Dunning 2010). However,
for observational studies, scholars have long been taught to
regard unconditional inferences as entirely suspect.

The reason for this suspicion is the very real possibility of

confounders, i.e., variables which belong in the model but are
excluded from it and that distort the relationship between the
independent and dependent variables. Experiments greatly re-
duce the problem of confounding by randomly assigning cases
to treatment groups; successful natural experiments similarly
abate confounding through a randomization, albeit one not
controlled by the scholar. In regression-type observational
studies, however, there is no randomization.  Instead, there is
every reason to believe that cases take on their observed scores
on the independent variable because of complex social, eco-
nomic, and political processes that may well also directly af-
fect the outcome. Confounding, we anticipate, is therefore
ubiquitous.

This does not necessarily mean that an unconditional in-
ference is incorrect—there may by some miracle be no con-
founding in this particular analytic instance, or it might by
extreme coincidence be the case that the various biases brought
about by confounders happen to more or less cancel out. But
it is nonetheless clear that confounding will usually be a prob-
lem, that we have no tools for identifying the handful of in-
stances in which it might not be a problem, and therefore that
unconditional analysis will rarely provide reliable causal infer-
ence.

The Trouble with Conditional Inference

The conclusion that unconditional inferences are unreli-
able for observational studies should not surprise. The follow-
ing argument may be more surprising: conditional inferences,
i.e., inferences that introduce control variables, are typically
no more reliable than unconditional inferences in observational
studies. I will develop this argument in two stages. First, there
are some variables that, when added to an otherwise correct
model as controls, distort causal inference. Second, even vari-
ables which appear as controls in the correct model may often,
in imperfect real-world models, make causal inference worse,
not better.

For decades, the literature on causal inference has warned
against conditioning on post-treatment variables, i.e., variables
that are caused by the independent variable (for useful recent
discussions, see Rosenbaum 2002, King and Zeng 2006, and
Morgan and Winship 2006). When a scholar conditions on a
post-treatment variable, she inadvertently subtracts the effect
of any causal pathway from the main independent variable,
through that post-treatment variable, and to the outcome. If
this subtraction is not taken account of analytically, the result
will be a biased estimate of the overall causal effect of the
independent variable of interest. It is somewhat less widely
known that other categories of impermissible control variables
exist; in particular, conditioning on “collider” variables can
create new problems of confounding even when none existed
before (Pearl 2000: 17–18, Cole et al. 2010). What happens if a
variable is a confounder but also meets the criteria for post-
treatment or collider status? If we are to follow the standard
advice for achieving unbiased causal inference, such variables
must be simultaneously included and excluded from our mod-
els. In a typical observational study, we lack the ability to
identify with confidence which of the potential control vari-
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ables belong in any of these categories, so it is hard to be sure
whether we are making things better or worse by conditioning.

Suppose that, for some potential control variable, we are
somehow entirely confident that the variable is a confounder
and is neither a collider nor in any part post-treatment. Surely
inference conditional on such a control variable is more reli-
able and closer to the causal truth than unconditional infer-
ence?

In fact, there is no certainty about this at all. The problem
is that, while we may have identified a confounder, we are
almost never certain that we have identified the last confounder.
Thus, it remains probable that other omitted variables bias the
inference even when conditioning on the known confounder.
If the net bias produced by the set of remaining confounders is
zero or points in the same direction as the bias connected with
our known confounder, then the conditional inference will be
superior to unconditional inference. However, the net remain-
ing bias can point in the opposite direction, in which case
conditional inference will often be worse than unconditional
inference—a circumstance which, in some simulation studies,
holds for 50% of potential control variables (Clarke 2005).

So, as every introductory methods text will tell us, in ob-
servational studies we cannot trust unconditional inferences.
Yet barring unusual sorts of a priori causal knowledge, we also
cannot trust that our conditional inferences will be closer to,
rather than farther from, the truth than the unconditional infer-
ence. The value added by control variables can be obscure.

When the Stakes are High

The above arguments, together with the preference I and
other scholars express against regression-type analysis and
for in-depth case-based arguments, on the one hand, and ex-
perimental or natural-experimental designs, on the other, are
sometimes seen, by Gerring and others, as an unhelpful form
of “methodological perfectionism.”  Are there important ques-
tions that cannot be studied using these stronger designs?
For such questions, does regression not offer a best-available
approach?

I am unsure. It is true that there are many important sub-
stantive domains in political science that have been domi-
nated by regression-type studies of observational data. Such
designs have been the stock-in-trade of our discipline and the
centerpiece of our methodological training for decades, so
their dominance should not surprise us. Nor should we take
the de facto dominance of these techniques as an indication
that other approaches cannot work. Until relatively recently,
experimental and natural experimental research had peripheral
status in most political science subfields, and powerful voices
made arguments denigrating the inferential value of case stud-
ies vis-à-vis regression.

What is certain is that political scientists have already,
over the last decade, found ways of using these techniques to
address questions at both macro and micro levels that have
long been central to our discipline (e.g., Wantchekon 2003,
Brady and McNulty 2004, Bhavnani 2009, Humphreys and
Weinstein 2009, Corstange 2010, Dunning and Harrison 2010).
It seems at least possible that an ongoing emphasis on the

importance of research design and the relative inferential weak-
ness of regression-type studies will motivate the hard work
and ingenuity necessary to bring these techniques into full
engagement with a broader range of issues.

In the end, however, I expect it to be the case that some
important questions remain inaccessible for these methods.
Of course, one might remark, there are always important ques-
tions that remain beyond the scope of all scientific methods;
that a question matters does not guarantee that we can answer
it well. And, for the most important questions, is it not true that
the quality of our answers is unusually important?

Where Regression Shines

None of this should be taken as an attack on regression
analysis, or a call for a ban on the technique. What regression
does well, it does very well indeed—in fact, sometimes opti-
mally well, as statistical theory can show. Trouble arises when
we push regression too far outside its domain of competence.

What, then, are the strengths of regression? The tech-
nique is a powerful tool for the summary of complex cross-
tabulations and scatter plots. Regression can sometimes make
consistent but small descriptive relationships among variables
more visible and can often dramatically aid comprehension of
central themes in data by replacing an overwhelming mass of
numbers or dots with a few key estimates (Berk 2003).

When scholars move beyond the tasks of summarizing
and clarifying which constitute the key area of regression’s
strength in the social sciences, trouble can arise. It is impor-
tant to understand that, in terms of inferential logic, regression
is no different from the (potentially multidimensional) scatter
plot or cross-tabulation that it summarizes. Matrix algebra sim-
ply does not convert observational data into causal laws
(Humphreys and Freedman 1996, Freedman 1997, Freedman
1999).

When regression is used with careful attention to its real
strengths, it can be a powerful tool, along with difference-in-
means tests, graphs, cross-tabulations, and other such tech-
niques, in the analyst’s arsenal for descriptive and exploratory
analysis. Furthermore, there are certainly moments when one
or another piece of descriptive knowledge has strong causal
implications; in such instances, regression may sometimes play
a pivotal role in a causal argument.

However, we must accept that regression analysis of ob-
servational data will usually leave a great deal of causal uncer-
tainty in its wake. Indeed, we cannot know in general whether
regression analysis of messy data moves us closer to, or far-
ther from, causal understanding. Our theorems cannot help us
here; those which show regression-type analysis in a positive
causal light do not apply to messy data, and those that do
apply for messy data usually lack causal implications. So any
defense of regression analysis of messy data must be prag-
matic: the technique has to be shown to work for some impor-
tant goal. That demonstration of efficacy has to be specific to
the subject matter at hand and independent of the regression
analysis itself.  An example is regression work on forecasting
election results;1 here the regression analysis of messy data
has been shown to have some practical (predictive, although
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not causal) value through out-of-sample prediction. However,
we rarely produce such demonstrations of practical value for
our regression research.  As such, we simply cannot say whether
we are better off with or without regression-type research in
these contexts.

To the extent that our discipline values causal over de-
scriptive knowledge, we must consider the possibility that re-
gression-type studies of observational data have been signifi-
cantly overvalued and overrepresented in our history over the
last several decades. It may be time to shift some portion of
resources such as funding, training, institutional support, and
pages in our journals away from regression-type studies and
toward case studies, experiments, natural experiments, and re-
lated approaches.

Note
1 See, e.g, a symposium of ten articles on U.S. election forecasting

in the October, 2008, issue of PS: Political Science & Politics.
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