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New opinions are always suspected, and usually opposed, without any other

reason but because they are not already common.

John Locke, a British Philosopher.
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Extending Homomorphism Theorem to Multi-Systems

Linfan MAO

(Chinese Academy of Mathematics and System Science, Beijing 100080, P.R.China)

E-mail: maolinfan@163.com

Abstract: The multi-laterality of WORLD implies multi-systems to be its best candidate

model for ones cognition on nature, which is also included in an ancient book of China,

TAO TEH KING written by Lao Zi, an ancient philosopher of China. Then how it works

to mathematics, not suspended in thought? This paper explains this action by mathematical

logic on mathematical systems generalized to Smarandache systems, or such systems with

combinatorial structures, i.e., combinatorial systems, and shows how to extend the homo-

morphism theorem in abstract algebra to multi-systems or combinatorial systems. All works

in this paper are motivated by a combinatorial speculation of mine which is reformed on

combinatorial systems and can be also applied to geometry.

Key Words: Homomorphism theorem, multi-system, combinatorial system.

AMS(2000): 05E15, 08A02, 15A03, 20E07, 51M15.

§1. Introduction

The WORLD is a multi-lateral one. The entirely realization on WORLD is very difficult for

the limitation of mankind on the earth. In Fig.1.1, it is shown part of the WORLD by eyes of

a man on the earth.

Fig.1.1

1Received April 10, 2008. Accepted August 2, 2008.
2Reported at the 4th International Conference on Number Theory and Smarandache Problems, March 22-24,

2008, Shanxi Xiangyang, P.R.China.
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The multi-laterality of the WORLD implies multi-systems to be its best candidate model

for ones cognition on nature. This is also included in a well-known Chinese ancient book TAO

TEH KING written by LAO ZI. In this book, only with nearly 5000 words, we can find many

sentences for cognition of our world, such as those of the following (see [5] for details), each of

them is explained by a concrete figure.

SENTENCE 1. All things that we can acknowledge is determined by our eyes, or ears, or

nose, or tongue, or body or passions, i.e., these six organs. Such as those shown in Fig.1.2.

known part

by ones six organs

unknown

unknownunknown

unknown

Fig.1.2

SENTENCE 2. The Tao gives birth to One. One gives birth to Two. Two gives birth to

Three. Three gives birth to all things. All things have their backs to the female and stand facing

the male. When male and female combine, all things achieve harmony. Shown in Fig.1.3.

- - --- -TAO
+1

-1

+1

0

-1

WORLD

theoretically deducedunknown-� � -
Fig.1.3

SENTENCE 3. Mankind follows the earth. Earth follows the universe. The universe follows

the Tao. The Tao follows only itself. Such as those shown in Fig.1.4� � �mankind earth universe TAO

Fig.1.4
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SENTENCE 4. Have and Not have exist jointly ahead of the birth of the earth and the sky.

This means that any thing have two sides. One is the positive. Another is the negative. We

can not say a thing existing or not just by our six organs because its existence independent on

our living.

What can we learn from these words? How can we apply them in mathematics of the 21st

century? All these sentences mean that our world is a multi-one. For characterizing its behavior,

We should construct a multi-system model for the WORLD, also called parallel universes ([23]),

such as those shown in Fig.1.5.

known part now

unknown unknown

Fig.1.5

Whence, it is a Smarandache multi-system with a combinatorial structure G, i.e., a combina-

torial system CG.

In this paper, we will characterize such systems, and generalize the well-known homomor-

phism theorem in group theory to multi-systems, particularly, to multi-groups, multi-rings and

multi-modules (see [11] − [14] for details). In the remain part of this section, we recall some

terminologies in mathematical logic and define what is a mathematical system. These Smaran-

dache systems and combinatorial systems are introduced in Section 2. After that, we show how

to generalize the homomorphism theorem of groups to multi-systems in the following sections.

Terminologies and notations not defined here follow the reference [1], [18], [24] for algebra, [2], [3]

and [7] − [9] for graphs.

A proposition p on a set Σ is a declarative sentence on elements in Σ that is either true or

false but not both. The statements it is not the case that p and it is the opposite case that p

are still propositions, called the negation or anti-proposition of p, denoted by non-p or anti-p,

respectively. Generally, non − p 6= anti − p. The structure of anti-p is very clear, but non-p is

not. An oppositive or negation of a proposition are shown in Fig.1.6(1) and (2).

p anti-p-� p non-p

non-p

non-p

non-p

Fig.1.6
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A proposition and its non-proposition jointly exist in the world. Its truth or false can be

only decided by logic inference, independent on one knowing it or not.

A norm inference is called implication. An implication p→ q, i.e., if p then q, is a propo-

sition that is false when p is true but q false and true otherwise. There are three propositions

related with p → q, namely, q → p, ¬q → ¬p and ¬p → ¬q, called the converse, contrapositive

and inverse of p→ q. Two propositions are called equivalent if they have the same truth value.

It can be shown immediately that an implication and its contrapositive are equivalent. This

fact is commonly used in mathematical proofs, i.e., we can either prove the proposition p → q

or ¬q → ¬p in the proof of p→ q, not the both.

A rule on a set Σ is a mapping

Σ × Σ · · · × Σ︸ ︷︷ ︸
n

→ Σ

for some integers n. A mathematical system is a pair (Σ;R), where Σ is a set consisting

mathematical objects, infinite or finite and R is a collection of rules on Σ by logic providing all

these resultants are still in Σ, i.e., elements in Σ is closed under rules in R.

Two mathematical systems (Σ1;R1) and (Σ2;R2) are isomorphic if there is a 1−1 mapping

ω : Σ1 → Σ2 such that for elements a, b, · · · , c ∈ Σ1,

ω(R1(a, b, · · · , c)) = R2(ω(a), ω(b), · · · , ω(c)) ∈ Σ2.

Generally, we do not distinguish isomorphic systems in mathematics. Examples for math-

ematical systems are shown in the following.

Example 1.1 A group (G; ◦) in classical algebra is a mathematical system (ΣG;RG), where

ΣG = G and

RG = {RG1 ;RG2 , R
G
3 },

with

RG1 : (x ◦ y) ◦ z = x ◦ (y ◦ z) for ∀x, y, z ∈ G;

RG2 : there is an element 1G ∈ G such that x ◦ 1G = x for ∀x ∈ G;

RG3 : for ∀x ∈ G, there is an element y, y ∈ G, such that x ◦ y = 1G.

Then, the well-known homomorphism theorem of groups is restated in the next.

Homomorphism Theorem Let σ : G→ G′ be a homomorphism from groups G to G′. Then

G/Kerσ ∼= G′.

�

Example 1.2 A ring (R; +, ◦) with two binary closed operations +, ◦is a mathematical system

(Σ;R), where Σ = R and R = {R1;R2, R3, R4} with

R1: x+ y, x ◦ y ∈ R for ∀x, y ∈ R;

R2: (R; +) is a commutative group, i.e., x+ y = y + x for ∀x, y ∈ R;

R3: (R; ◦) is a semigroup;
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R4: x ◦ (y + z) = x ◦ y + x ◦ z and (x+ y) ◦ z = x ◦ z + y ◦ z for ∀x, y, z ∈ R.

Example 1.3 An Euclidean geometry on the plane R2 is a a mathematical system (ΣE ;RE),

where ΣE = {points and lines on R2} and RE = {Hilbert′s 21 axioms on Euclidean geometry}.

A mathematical (Σ;R) can be constructed dependent on the set Σ or on rules R. The

former requires each rule in R closed in Σ. But the later requires that R(a, b, · · · , c) in the final

set Σ̂, which means that Σ̂ maybe an extended of the set Σ. In this case, we say Σ̂ is generated

by Σ under rules R, denoted by 〈Σ;R〉.

§2. Combinatorial System

By the view of LAO ZHI in Section 1, we should construct such mathematical systems (Σ;R)

for the WORLD in which a proposition with its non-proposition validated turn up in the set Σ,

or invalidated but in multiple ways in Σ, which is a Smarandache system defined in the next.

Definition 2.1 A rule in a mathematical system (Σ;R) is said to be Smarandachely denied if

it behaves in at least two different ways within the same set Σ, i.e., validated and invalided, or

only invalided but in multiple distinct ways.

A Smarandache system (Σ;R) is a mathematical system which has at least one Smaran-

dachely denied rule in R.

Definition 2.2 For an integer m ≥ 2, let (Σ1;R1), (Σ2;R2), · · · , (Σm;Rm) be m mathematical

systems different two by two. A Smarandache multi-space is a pair (Σ̃; R̃) with

Σ̃ =

m⋃

i=1

Σi, and R̃ =

m⋃

i=1

Ri.

Certainly, we can construct Smarandache systems by applying Smarandache multi-spaces,

particularly, Smarandache geometries ([4], [7]-[17]).

These Smarandache systems (Σ;R) defined in Definition 2.1 consider the behavior of a

proposition and its non-proposition in the same set Σ without distinguishing the guises of these

non-propositions. In fact, there are many appearing ways for non-propositions of a proposition

in Σ. For describing their behavior, the combinatorial systems are needed.

Definition 2.3 A combinatorial system CG is a union of mathematical systems (Σ1;R1),(Σ2;R2),

· · · , (Σm;Rm) for an integer m, i.e.,

CG = (

m⋃

i=1

Σi;

m⋃

i=1

Ri)

with an underlying connected graph structure G, where

V (G) = {Σ1,Σ2, · · · ,Σm},

E(G) = { (Σi,Σj) | Σi
⋂

Σj 6= ∅, 1 ≤ i, j ≤ m}.
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Unless its combinatorial G structure, these cardinalities |Σi
⋂

Σj |, called the coupling con-

stants in a combinatorial system CG also determine its structure if Σi
⋂

Σj 6= ∅ for integers

1 ≤ i, j ≤ m. For emphasizing its coupling constants, we denote a combinatorial system CG by

CG(lij , 1 ≤ i, j ≤ m) if lij = |Σi
⋂

Σj | 6= 0.

Let C
(1)
G and C

(2)
G be two combinatorial systems with

C
(1)
G = (

m⋃

i=1

Σ
(1)
i ;

m⋃

i=1

R(1)
i ), C

(2)
G = (

n⋃

i=1

Σ
(2)
i ;

n⋃

i=1

R(2)
i ).

A homomorphism ̟ : C
(1)
G → C

(2)
G is a mapping ̟ :

m⋃
i=1

Σ
(1)
i →

n⋃
i=1

Σ
(2)
i and ̟ :

m⋃
i=1

R(1)
i ) →

n⋃
i=1

R(2)
i such that

̟|Σi
(aR(1)

i b) = ̟|Σi
(a)̟|Σi

(R(1)
i )̟|Σi

(b)

for ∀a, b ∈ Σ
(1)
i , 1 ≤ i ≤ m, where ̟|Σi

denotes the constraint mapping of ̟ on the mathemat-

ical system (Σi,Ri). Further more, if ̟ : C
(1)
G → C

(2)
G is a 1 − 1 mapping, then we say these

C
(1)
G and C

(2)
G are isomorphic with an isomorphism ̟ between them.

A homomorphism ̟ : C
(1)
G → C

(2)
G naturally induces a mappings ̟|G on the graph G1

and G2 by

̟|G : V (G1) → ̟(V (G1)) ⊂ V (G2) and

̟|G : (Σi,Σj) ∈ E(G1) → (̟(Σi), ̟(Σj)) ∈ E(G2), 1 ≤ i, j ≤ m.

With these notations, a criterion for isomorphic combinatorial systems is presented in the

following.

Theorem 2.1 Two combinatorial systems C
(1)
G and C

(2)
G are isomorphic if and only if there is

a 1 − 1 mapping ̟ : C
(1)
G → C

(2)
G such that

(i) ̟|
Σ

(1)
i

is an isomorphism and ̟|
Σ

(1)
i

(x) = ̟|
Σ

(1)
j

(x) for ∀x ∈ Σ
(1)
i ∩Σ

(1)
j , 1 ≤ i, j ≤ m;

(ii) ̟|G : G1 → G2 is an isomorphism.

Proof If ̟ : C
(1)
G → C

(2)
G is an isomorphism, considering the constraint mappings of ̟ on

the mathematical system (Σi,Ri) for an integer i, 1 ≤ i ≤ m and the graph G
(1)
1 , then we find

isomorphisms ̟|
Σ

(1)
i

and ̟|G.

Conversely, if these isomorphism ̟|
Σ

(1)
i

, 1 ≤ i ≤ m and ̟|G exist, we can construct a

mapping ̟ : C
(1)
G → C

(2)
G by

̟(a) = ̟|Σ1 (a) if a ∈ Σi and ̟(◦) = ̟|Σ1(◦) if ◦ ∈ Ri, 1 ≤ i ≤ m.

Then we know that

̟|Σi
(aR(1)

i b) = ̟|Σi
(a)̟|Σi

(R(1)
i )̟|Σi

(b)

for ∀a, b ∈ Σ
(1)
i , 1 ≤ i ≤ m by definition. Whence, ̟ : C

(1)
G → C

(2)
G is a homomorphism.

Similarly, we can know that ̟−1 : C
(2)
G → C

(1)
G is also an homomorphism. Therefore, ̟ is an
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isomorphism between C
(1)
G and C

(2)
G . �

For understanding well the multiple behavior of the WORLD, namely, its overlap and

hybrid, a combinatorial system should be constructed. Then what is its relation with classical

mathematical sciences? What is its developing way for mathematical sciences? I have presented

an idea of combinatorial notion in Chapter 5 of [7], then stated formally as the combinatorial

conjecture for mathematics in [10] and [16], the last was reported at the 2nd Conference on

Combinatorics and Graph Theory of China in 2006.

Combinatorial Conjecture Any mathematical system (Σ;R) is a combinatorial system

CG(lij , 1 ≤ i, j ≤ m).

This conjecture is not just like an open problem, but more like a deeply thought, which

opens a entirely way for advancing the modern mathematics. Here, we need further clarification

for this conjecture. In fact, it indeed means combinatorial notions following for researchers.

(1) There is a combinatorial structure and finite rules for a classical mathematical system,

which means one can make combinatorialization for all classical mathematical subjects.

(2) One can generalizes a classical mathematical system by this combinatorial notion such

that it is a particular case in this generalization.

(3) One can make one combination of different branches in mathematics and find new

results after then.

Whence, a mathematical system can not be ended if it has not been combinatorialization

and all mathematical systems can not be ended if its combinatorialization has not completed

yet. The reader can applies this combinatorial notion to all of his research work, and then finds

his combinatorial fields.

§3. Algebraic Systems

Let (A ; ◦) be an algebraic system and B ⊂ A , if (B; ◦) is still an algebraic system, then we call

it an algebraic sub-system of (A ; ◦), denoted by B ≺ A . Similarly, an algebraic sub-system is

called a subgroup if it is group itself.

Let (A ; ◦) be an algebraic system and B ≺ A . For ∀a ∈ A , define a coset a ◦ B of B in

A by

a ◦ B = {a ◦ b|∀b ∈ B}.

Define a quotient set S = A /B consists of all cosets of B in A and let R be a minimal set

with S = {r ◦ B|r ∈ R}, called a representation of S. Then

Theorem 3.1 If (B; ◦) is a subgroup of an associative system (A ; ◦), then

(i) for ∀a, b ∈ A , (a ◦ B) ∩ (b ◦ B) = ∅ or a ◦ B = b ◦ B, i.e., S is a partition of A ;

(ii) define an operation • on S by
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(a ◦ B) • (b ◦ B) = (a ◦ b) ◦ B,

then (S; •) is an associative algebraic system, called a quotient system of A to B. Particularly,

if there is a representation R whose each element has an inverse in (A ; ◦) with unit 1A , then

(S; •) is a group, called a quotient group of A to B.

Proof For (i), notice that if

(a ◦ B) ∩ (b ◦ B) 6= ∅

for a, b ∈ A , then there are elements c1, c2 ∈ B such that a ◦ c1 = b ◦ c2. By assumption,

(B; ◦) is a subgroup of (A ; ◦), we know that there exists an inverse element c−1
1 ∈ B, i.e.,

a = b ◦ c2 ◦ c−1
1 . Therefore, we get that

a ◦ B = (b ◦ c2 ◦ c−1
1 ) ◦ B

= {(b ◦ c2 ◦ c−1
1 ) ◦ c|∀c ∈ B}

= {b ◦ c|∀c ∈ B}
= b ◦ B

by the associative law and (B; ◦) is a group gain, i.e., (a ◦ B) ∩ (b ◦ B) = ∅ or a ◦ B = b ◦ B.

By definition of • on S and (i), we know that (S; •) is an algebraic system. For ∀a, b, c ∈ A ,

by the associative laws in (A ; ◦), we find that

((a ◦ B) • (b ◦ B)) • (c ◦ B) = ((a ◦ b) ◦ B) • (c ◦ B)

= ((a ◦ b) ◦ c) ◦ B = (a ◦ (b ◦ c)) ◦ B

= (a ◦ B) ◦ ((b ◦ c) ◦ B)

= (a ◦ B) • ((b ◦ B) • (c ◦ B)).

Now if there is a representation R whose each element has an inverse in (A ; ◦) with unit

1A , then it is easy to know that 1A ◦ B is the unit and a−1 ◦ B the inverse element of a ◦ B

in S. Whence, (S; •) is a group. �

Corollary 3.1 For a subgroup (B; ◦) of a group (A ; ◦), (S; •) is a group.

Corollary 3.2(Lagrange theorem) For a subgroup (B; ◦) of a group (A ; ◦),

|B| | |A |.

Proof Since a ◦ c1 = a ◦ c2 implies that c1 = c2 in this case, we know that

|a ◦ B| = |B|

for ∀a ∈ A . Applying Theorem 2.2.4(i), we find that
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|A | =
∑

r∈R

|r ◦ B| = |R||B|,

for a representation R, i.e., |B| | |A |. �

Although the operation • in S is introduced by the operation ◦ in A , it may be • 6= ◦.
Now if • = ◦, i.e.,

(a ◦ B) ◦ (b ◦ B) = (a ◦ b) ◦ B, (3 − 1)

the subgroup (B; ◦) is called a normal subgroup of (B; ◦), denoted by B E A . In this case, if

there exist inverses of a, b, we know that

B ◦ b ◦ B = b ◦ B

by product a−1 from the left on both side of (3 − 1). Now since (B; ◦) is a subgroup, we get

that

b−1 ◦ B ◦ b = B,

which is the usually definition for a normal subgroup of a group. Certainly, we can also get

b ◦ B = B ◦ b

by this equality, which can be used to define a normal subgroup of a algebraic system with or

without inverse element for an element in this system.

Now let ̟ : A1 → A2 be a homomorphism from an algebraic system (A1; ◦1) with unit

1A1 to (A2; ◦2) with unit 1A2 . Define the inverse set ̟−1(a2) for an element a2 ∈ A2 by

̟−1(a2) = {a1 ∈ A1|̟(a1) = a2}.

Particularly, if a2 = 1A2 , the inverse set ̟−1(1A2) is important in algebra and called the kernel

of ̟ and denoted by Ker(̟), which is a normal subgroup of (A1; ◦1) if it is associative and

each element in Ker(̟) has inverse element in (A1; ◦1). In fact, by definition, for ∀a, b, c ∈ A1,

we know that

(1) (a ◦ b) ◦ c = a ◦ (b ◦ c) ∈ Ker(̟) for ̟((a ◦ b) ◦ c) = ̟(a ◦ (b ◦ c)) = 1A2 ;

(2) 1A2 ∈ Ker(̟) for ̟(1A1) = 1A2 ;

(3) a−1 ∈ Ker(̟) for ∀a ∈ Ker(̟) if a−1 exists in (A1; ◦1) since ̟(a−1) = ̟−1(a) = 1A2 ;

(4) a ◦ Ker(̟) = Ker(̟) ◦ a for

̟(a ◦ Ker(̟)) = ̟(Ker(̟) ◦ a) = ̟−1(̟(a))

by definition. Whence, Ker(̟) is a normal subgroup of (A1; ◦1).

Theorem 3.2 Let ̟ : A1 → A2 be an onto homomorphism from associative systems (A1; ◦1)

to (A2; ◦2) with units 1A1 , 1A2 . Then
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A1/Ker(̟) ∼= (A2; ◦2)

if each element of Ker(̟) has an inverse in (A1; ◦1).

Proof We have known that Ker(̟) is a subgroup of (A1; ◦1). Whence A1/Ker(̟) is a

quotient system. Define a mapping ς : A1/Ker(̟) → A2 by

ς(a ◦1 Ker(̟)) = ̟(a).

We prove this mapping is an isomorphism. Notice that ς is onto by that ̟ is an onto homo-

morphism. Now if a ◦1 Ker(̟) 6= b ◦1 Ker(̟), then ̟(a) 6= ̟(b). Otherwise, we find that

a ◦1 Ker(̟) = b ◦1 Ker(̟), a contradiction. Whence, ς(a ◦1 Ker(̟)) 6= ς(b ◦1 Ker(̟)), i.e., ς is

a bijection from A1/Ker(̟) to A2.

Since ̟ is a homomorphism, we get that

ς((a ◦1 Ker(̟)) ◦1 (b ◦1 Ker(̟)))

= ς(a ◦1 Ker(̟)) ◦2 ς(b ◦1 Ker(̟))

= ̟(a) ◦2 ̟(b),

i.e., ς is an isomorphism from A1/Ker(̟) to (A2; ◦2). �

Corollary 3.3 Let ̟ : A1 → A2 be an onto homomorphism from groups (A1; ◦1) to (A2; ◦2).

Then

A1/Ker(̟) ∼= (A2; ◦2).

§4. Multi-Operation Systems

A multi-operation system is a pair (H ; Õ) with a set H and an operation set

Õ = {◦i | 1 ≤ i ≤ l}

on H such that each pair (H ; ◦i) is an algebraic system. A multi-operation system (H ; Õ) is

associative if for ∀a, b, c ∈ H , ∀◦1, ◦2 ∈ Õ, there is

(a ◦1 b) ◦2 c = a ◦1 (b ◦2 c).

Such a system is called an associative multi-operation system. A multi-operation system (H ; Õ)

is distributive if Õ = O1 ∪ O1 with O1 ∩ O2 = ∅ such that

a ◦1 (b ◦2 c) = (a ◦1 b) ◦2 (a ◦1 c) and (b ◦2 c) ◦1 a = (b ◦1 a) ◦2 (c ◦1 a)

for ∀a, b, c ∈ H and ∀◦1 ∈ O1, ◦2 ∈ O2. Denoted such a system by (H ;O1 →֒ O2).

Let (H , Õ) be a multi-operation system and G ⊂ H , Q̃ ⊂ Õ. If (G ; Q̃) is itself a

multi-operation system, we call (G ; Q̃) a multi-operation subsystem of (H , Õ)), denoted by

(G ; Q̃) ≺ (H , Õ). In those of subsystems, the (G ; Õ) is taking over an important position in

the following.
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Assume (G ; Õ) ≺ (H , Õ). For ∀a ∈ H and ◦i ∈ Õ, where 1 ≤ i ≤ l, define a coset a ◦i G

by

a ◦i G = {a ◦i b| for ∀b ∈ G },

and let

H =
⋃

a∈R,◦∈P̃⊂Õ

a ◦ G .

Then the set

Q = {a ◦ G |a ∈ R, ◦ ∈ P̃ ⊂ Õ}

is called a quotient set of G in H with a representation pair (R, P̃ ), denoted by H

G
|(R,P̃ ).

Two multi-operation systems (H1; Õ1) and (H2; Õ2) are called homomorphic if there is a

mapping ω : H1 → H2 with ω : Õ1 → Õ2 such that for a1, b1 ∈ H1 and ◦1 ∈ Õ1, there exists

an operation ◦2 = ω(◦1) ∈ Õ2 enables that

ω(a1 ◦1 b1) = ω(a1) ◦2 ω(b1).

Similarly, if ω is a bijection, (H1; Õ1) and (H2; Õ2) are called isomorphic, and if H1 = H2 = H ,

ω is called an automorphism on H .

Theorem 4.1 Let (H , Õ) be an associative multi-operation system with a unit 1◦ for ∀◦ ∈ Õ

and G ⊂ H .

(i) If G is closed for operations in Õ and for ∀a ∈ G , ◦ ∈ Õ, there exists an inverse element

a−1
◦ in (G ; ◦), then there is a representation pair (R, P̃ ) such that the quotient set H

G
|(R,P̃ ) is

a partition of H , i.e., for a, b ∈ H , ∀◦1, ◦2 ∈ Õ, (a ◦1 G ) ∩ (b ◦2 G ) = ∅ or a ◦1 G = b ◦2 G .

(ii) For ∀◦ ∈ Õ, define an operation ◦ on H

G
|(R,P̃ ) by

(a ◦1 G ) ◦ (b ◦2 G ) = (a ◦ b) ◦1 G .

Then (H

G
|(R,P̃ ); Õ) is an associative multi-operation system. Particularly, if there is a repre-

sentation pair (R, P̃ ) such that for ◦′ ∈ P̃ , any element in R has an inverse in (H ; ◦′), then

(H

G
|(R,P̃ ), ◦′) is a group.

Proof For a, b ∈ H , if there are operations ◦1, ◦2 ∈ Õ with (a ◦1 G ) ∩ (b ◦2 G ) 6= ∅, then

there must exist g1, g2 ∈ G such that a ◦1 g1 = b ◦2 g2. By assumption, there is an inverse

element c−1
1 in the system (G ; ◦1). We find that

a ◦1 G = (b ◦2 g2 ◦1 c
−1
1 ) ◦1 G

= b ◦2 (g2 ◦1 c
−1
1 ◦1 G ) = b ◦2 G

by the associative law. This implies that H

G
|(R,P̃ ) is a partition of H .



12 Linfan Mao

Notice that H

G
|(R,P̃ ) is closed under operations in P̃ by definition. It is a multi-operation

system. For ∀a, b, c ∈ R and operations ◦1, ◦2, ◦3, ◦1, ◦2 ∈ P̃ we know that

((a ◦1 G ) ◦1 (b ◦2 G )) ◦2 (c ◦3 G ) = ((a ◦1 b) ◦1 G ) ◦2 (c ◦3 G )

= ((a ◦1 b) ◦2 c) ◦1 G

and

(a ◦1 G ) ◦1 ((b ◦2 G ) ◦2 (c ◦3 G )) = (a ◦1 G ) ◦1 ((b ◦2 c) ◦2 G )

= (a ◦1 (b ◦2 c)) ◦1 G .

by definition. Since (H , Õ) is associative, we have (a ◦1 b) ◦2 c = a ◦1 (b ◦2 c). Whence, we get

that

((a ◦1 G ) ◦1 (b ◦2 G )) ◦2 (c ◦3 G ) = (a ◦1 G ) ◦1 ((b ◦2 G ) ◦2 (c ◦3 G )),

i.e., (H

G
|(R,P̃ ); Õ) is an associative multi-operation system.

If any element in R has an inverse in (H ; ◦′), then we know that G is a unit and a−1 ◦′ G
is the inverse element of a ◦′ G in the system (H

G
|(R,P̃ ), ◦′), namely, it is a group again. �

Let I(Õ) be the set of all units 1◦, ◦ ∈ Õ in a multi-operation system (H ; Õ). Define a

multi-kernel K̃erω of a homomorphism ω : (H1; Õ1) → (H2; Õ2) by

K̃erω = { a ∈ H1 | ω(a) = 1◦ ∈ I(Õ2) }.

Then we know the homomorphism theorem for multi-operation systems in the following.

Theorem 4.2 Let ω be an onto homomorphism from associative systems (H1; Õ1) to (H2; Õ2)

with (I(Õ2); Õ2) an algebraic system with unit 1◦− for ∀◦− ∈ Õ2 and inverse x−1 for ∀x ∈
(I(Õ2) in ((I(Õ2); ◦−). Then there are representation pairs (R1, P̃1) and (R2, P̃2), where P̃1 ⊂
Õ, P̃2 ⊂ Õ2 such that

(H1; Õ1)

(K̃erω; Õ1)
|(R1,P̃1)

∼= (H2; Õ2)

(I(Õ2); Õ2)
|(R2,P̃2)

if each element of K̃erω has an inverse in (H1; ◦) for ◦ ∈ Õ1.

Proof Notice that K̃erω is an associative subsystem of (H1; Õ1). In fact, for ∀k1, k2 ∈ K̃erω

and ∀◦ ∈ Õ1, there is an operation ◦− ∈ Õ2 such that

ω(k1 ◦ k2) = ω(k1) ◦− ω(k2) ∈ I(Õ2)

since I(Õ2) is an algebraic system. Whence, K̃erω is an associative subsystem of (H1; Õ1). By

assumption, for any operation ◦ ∈ Õ1 each element a ∈ K̃erω has an inverse a−1 in (H1; ◦).
Let ω : (H1; ◦) → (H2; ◦−). We know that
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ω(a ◦ a−1) = ω(a) ◦− ω(a−1) = 1◦− ,

i.e., ω(a−1) = ω(a)−1 in (H2; ◦−). Because I(Õ2) is an algebraic system with an inverse x−1

for ∀x ∈ I(Õ2) in ((I(Õ2); ◦−), we find that ω(a−1) ∈ I(Õ2), namely, a−1 ∈ K̃erω.

Define a mapping σ : (H1;Õ1)

(K̃erω;Õ1)
|(R1,P̃1) →

(H2;Õ2)

(I(Õ2);Õ2)
|(R2,P̃2)

by

σ(a ◦ Kerω) = σ(a) ◦− I(Õ2)

for ∀a ∈ R1, ◦ ∈ P̃1, where ω : (H1; ◦) → (H2; ◦−). We prove σ is an isomorphism. Notice that

σ is onto by that ω is an onto homomorphism. Now if a◦1 K̃erω 6= b◦2 Ker(̟) for a, b ∈ R1 and

◦1, ◦2 ∈ P̃1, then ω(a)◦−1 I(Õ2) 6= ω(b)◦−2 I(Õ2). Otherwise, we find that a◦1 K̃erω = b◦2 K̃erω,

a contradiction. Whence, σ(a◦1 K̃erω) 6= σ(b◦2 K̃erω), i.e., σ is a bijection from (H1;Õ1)

(K̃erω;Õ1)
|(R1,P̃1)

to (H2;Õ2)

(I(Õ2);Õ2)
|(R2,P̃2)

.

Since ω is a homomorphism, we get that

σ((a ◦1 K̃erω) ◦ (b ◦2 K̃erω)) = σ(a ◦1 K̃erω) ◦− σ(b ◦2 K̃erω)

= (ω(a) ◦−1 I(Õ2)) ◦− (ω(b) ◦−2 I(Õ2))

= σ((a ◦1 K̃erω) ◦− σ(b ◦2 K̃erω),

i.e., σ is an isomorphism from (H1;Õ1)

(K̃erω;Õ1)
|(R1,P̃1)

to (H2;Õ2)

(I(Õ2);Õ2)
|(R2,P̃2). �

Corollary 4.1 Let (H1; Õ1), (H2; Õ2) be multi-operation systems with groups (H2; ◦1), (H2; ◦2)

for ∀◦1 ∈ Õ1, ∀◦2 ∈ Õ2 and ω : (H1; Õ1) → (H2; Õ2) a homomorphism. Then there are repre-

sentation pairs (R1, P̃1) and (R2, P̃2), where P̃1 ⊂ Õ1, P̃2 ⊂ Õ2 such that

(H1; Õ1)

(K̃erω; Õ1)
|(R1,P̃1)

∼= (H2; Õ2)

(I(Õ2); Õ2)
|(R2,P̃2)

.

Particularly, if (H2; Õ2) is a group, we get an interesting result following.

Corollary 4.2 Let (H ; Õ) be a multi-operation system and ω : (H ; Õ) → (A ; ◦) a onto

homomorphism from (H ; Õ) to a group (A ; ◦). Then there are representation pairs (R, P̃ ),

P̃ ⊂ Õ such that

(H ; Õ)

(K̃erω; Õ)
|(R,P̃ )

∼= (A ; ◦).

§5. Multi-Rings

An associative multi-operation system (H ;O1 →֒ O2) is said to be a multi-group if (H ; ◦) is a

group for ∀◦ ∈ O1 ∪O2, a multi-ring (or multi-field) if O1 = {·i|1 ≤ i ≤ l}, O2 = {+i|1 ≤ i ≤ l}
with rings (or multi-field) (H ; +i, ·i) for 1 ≤ i ≤ l. We call them l-group, l-ring or l-field
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for abbreviation. It is obvious that a multi-group is a group if |O1 ∪ O2| = 1 and a ring or

field if |O1| = |O2| = 1 in classical algebra. Likewise, We also denote these units of a l-ring

(H ;O1 →֒ O2) by 1·i and 0+i
in the ring (H ; +i, ·i). Notice that for ∀a ∈ H , by these

distribute laws we find that

a ·i b = a ·i (b+i 0+i
) = a ·i b+i a ·i 0+i

,

b ·i a = (b+i 0+i
) ·i a = b ·i a+i 0+i

·i a

for ∀b ∈ H . Whence,

a ·i 0+i
= 0+i

and 0+i
·i a = 0+i

.

Similarly, a multi-operation subsystem of (H ;O1 →֒ O2) is said a multi-subgroup, multi-

subring or multi-subfield if it is a multi-group, multi-ring or multi-field itself.

Now let (H ;O1 →֒ O2) be an associative multi-operation system. We find these criterions

for multi-subgroups and multi-subrings of (H ;O1 →֒ O2) in the following.

Theorem 5.1 Let (H ;O1 →֒ O2 be a multi-group, H ⊂ H . Then (H;O1 →֒ O2) is a

(i) multi-subgroup if and only if for ∀a, b ∈ H, ◦ ∈ O1 ∪O2, a ◦ b−1
◦ ∈ H;

(ii) multi-subring if and only if for ∀a, b ∈ H, ·i ∈ O1 and ∀+i ∈ O2), a ·i b, a+i b
−1
+i

∈ H,

particularly, a multi-field if a ·i b−1
·i , a +i b

−1
+i

∈ H, where, O1 = {·i|1 ≤ i ≤ l}, O2 = {+i|1 ≤
i ≤ l}.

Proof The necessity of conditions (i) and (ii) is obvious. Now we consider their sufficiency.

For (i), we only need to prove that (H; ◦) is a group for ∀◦ ∈ O1 ∪ O2. In fact, it is

associative by the definition of multi-groups. For ∀a ∈ H, we get that 1◦ = a ◦ a−1
◦ ∈ H and

1◦ ◦ a−1
◦ ∈ H. Whence, (H; ◦) is a group.

Similarly for (ii), the conditions a ·i b, a +i b
−1
+i

∈ H imply that (H; +i) is a group and

closed in operation ·i ∈ O1. These associative or distributive laws are hold by (H ; +i, ·i) being

a ring for any integer i, 1 ≤ i ≤ l. Particularly, a ·i b−1
·i ∈ H imply that (H; ·i) is also a group.

Whence, (H ; +i, ·i) is a field for any integer i, 1 ≤ i ≤ l in this case. �

A multi-ring (H ;O1 →֒ O2) with O1 = {·i|1 ≤ i ≤ l}, O2 = {+i|1 ≤ i ≤ l} is integral if

for ∀a, b ∈ H and an integer i, 1 ≤ i ≤ l, a ◦i b = b ◦i a, 1◦i
6= 0+i and a ◦i b = 0+i

implies that

a = 0+i
or b = 0+i

. If l = 1, an integral l-ring is the integral ring by definition. For the case

of multi-rings with finite elements, an integral multi-ring is nothing but a multi-field. See the

next result.

Theorem 5.2 A finitely integral multi-ring is a multi-field.

Proof Let (H ;O1 →֒ O2) be a finitely integral multi-ring with H = {a1, a2 · · · , an},
where O1 = {·i|1 ≤ i ≤ l}, O2 = {+i|1 ≤ i ≤ l}. For any integer i, 1 ≤ i ≤ l, choose an element

a ∈ H and a 6= 0+i
. Then

a ◦i a1, a ◦i a2, · · · , a ◦i an

are n elements. If a ◦i as = a ◦i at, i.e., a ◦i (as +i a
−1
t ) = 0+i

. By definition, we know that
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as +i a
−1
t = 0+i, namely, as = at. That is, these a ◦i a1, a ◦i a2, · · · , a ◦i an are different two

by two. Whence,

H = { a ◦i a1, a ◦i a2, · · · , a ◦i an }.

Now assume a ◦i as = 1·i , then a−1 = as, i.e., each element of H has an inverse in

(H ; ·i), which implies it is a commutative group. Therefore, (H ; +i, ·i) is a field for any

integer i, 1 ≤ i ≤ l. �

Corollary 5.1 Any finitely integral ring is a field.

Let (H ;O1
1 →֒ O1

2), (H ;O2
1 →֒ O2

2) be multi-rings with Ok
1 = {·ki |1 ≤ i ≤ lk}, Ok

2 =

{+k
i |1 ≤ i ≤ lk} for k = 1, 2 and ̺ : (H ;O1

1 →֒ O1
2) → (H ;O2

1 →֒ O2
2) a homomorphism.

Define a zero kernel K̃er̺ of ̺ by

K̃er0̺ = {a ∈ H |̺(a) = 0+2
i
, 1 ≤ i ≤ l2}.

Then, for ∀h ∈ H and a ∈ K̃er0̺, ̺(a ·1i h) = 0+i
̺(·i)h = 0+i

, i.e., a ·ih ∈ K̃er0̺. Similarly,

h ·i a ∈ K̃er0̺. These properties imply the conception of multi-ideals of a multi-ring introduced

following.

Choose a subset I ⊂ H . For ∀h ∈ H , a ∈ I, if there are

h ◦i a ∈ I and a ◦i h ∈ H,

then I is said a multi-ideal. Previous discussion shows that the zero kernel K̃er0̺ of a homo-

morphism ̺ on a multi-ring is a multi-ideal. Now let I be a multi-ideal of (H ;O1 →֒ O2).

According to Corollary 4.1, we know that there is a representation pair (R2, P2) such that

Ĩ = {a+i I | a ∈ R2, +i ∈ P2}

is a commutative multi-group. By the distributive laws, we find that

(a+i I) ·j (b+k I) = a ·j b+k a ·j I +i Ib +k I ·j I
= a ·j b+k I.

Similarly, we also know these associative and distributive laws follow in (Ĩ;O1 →֒ O2).

Whence, (Ĩ;O1 →֒ O2) is also a multi-ring, called the quotient multi-ring of (H ;O1 →֒ O2),

denoted by (H : I).

Define a mapping ̺ : (H ;O1 →֒ O2) → (H : I) by ̺(a) = a+iI for ∀a ∈ H if a ∈ a+i I.

Then it can be checked immediately that it is a homomorphism with

K̃er0̺ = I.

Therefore, we conclude that any multi-ideal is a zero kernel of a homomorphism on a

multi-ring. The following result is a special case of Theorem 4.2.
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Theorem 5.3 Let (H1;O1
1 →֒ O1

2) and (H2;O2
1 →֒ O2

2) be multi-rings and ω : (H1;O1
2) →

(H2;O2
2) be an onto homomorphism with (I(O2

2);O2
2) be a multi-operation system, where I(O2

2)

denotes all units in (H2;O2
2). Then there exist representation pairs (R1, P̃1), (R2, P̃2) such that

(H : I)|(R1,P̃1)
∼= (H2;O2

1 →֒ O2
2)

(I(O2
2);O2

2)
|(R2,P̃2)

.

Particularly, if (H2;O2
1 →֒ O2

2) is a ring, we get an interesting result following.

Corollary 5.2 Let (H ;O1 →֒ O2) be a multi-ring, (R; +, ·) a ring and ω : (H ;O2) → (R; +)

be an onto homomorphism. Then there exists a representation pair (R, P̃ ) such that

(H : I)|(R,P̃ )
∼= (R; +, ·).

§6. Finite Dimensional Multi-Modules

Let O = { +i | 1 ≤ i ≤ m}, O1 = {·i|1 ≤ i ≤ m} and O2 = {+̇i|1 ≤ i ≤ m} be operation sets,

(M ;O) a commutative m-group with units 0+i
and (R;O1 →֒ O2) a multi-ring with a unit 1·

for ∀· ∈ O1. For any integer i, 1 ≤ i ≤ m, define a binary operation ×i : R × M → M by

a×i x for a ∈ R, x ∈ M such that for ∀a, b ∈ R, ∀x, y ∈ M , conditions following hold:

(i) a×i (x+i y) = a×i x+i a×i y;
(ii) (a+̇ib) ×i x = a×i x+i b×i x;
(iii) (a ·i b) ×i x = a×i (b×i x);
(iv) 1·i ×i x = x.

Then (M ;O) is said an algebraic multi-module over (R;O1 →֒ O2) abbreviated to an m-

module and denoted by Mod(M (O) : R(O1 →֒ O2)). In the case of m = 1, It is obvious

that Mod(M (O) : R(O1 →֒ O2)) is a module, particularly, if (R;O1 →֒ O2) is a field, then

Mod(M (O) : R(O1 →֒ O2)) is a linear space in classical algebra.

For any integer k, ai ∈ R and xi ∈ M , where 1 ≤ i, k ≤ s, equalities following are hold

by induction on the definition of m-modules.

a×k (x1 +k x2 +k · · · +k xs) = a×k x1 +k a×k x2 +k · · · +k as ×k x,

(a1+̇ka2+̇k · · · +̇kas) ×k x = a1 ×k x+k a2 ×k x+k · · · +k as ×k x,

(a1 ·k a2 ·k · · · ·k as) ×k x = a1 ×k (a2 ×k · · · × (as ×k x) · · · )

and

1·i1 ×i1 (1·i2 ×i2 · · · ×is−1 (1·is
×is x) · · · ) = x

for integers i1, i2, · · · , is ∈ {1, 2, · · · ,m}.
Notice that for ∀a, x ∈ M , 1 ≤ i ≤ m,

a×i x = a×i (x+i 0+i
) = a×i x+i a×i 0+i

,

we find that a×i 0+i
= 0+i

. Similarly, 0+̇i
×i a = 0+i

. Applying this fact, we know that
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a×i x+i a
−
+̇i

×i x = (a+̇ia
−
+̇i

) ×i x = 0+̇i
×i x = 0+i

and

a×i x+i a×i x−+i
= a×i (x+i x

−
+i

) = a×i 0+i
= 0+i

.

We know that

(a×i x)−+i
= a−

+̇i
×i x = a×i x−+i

.

Notice that a ×i x = 0+i
does not always mean a = 0+̇i

or x = 0+i
in an m-module

Mod(M (O) : R(O1 →֒ O2)) unless a−
+̇i

is existing in (R; +̇i, ·i) if x 6= 0+i
.

Now choose Mod(M1(O1) : R1(O1
1 →֒ O1

2)) an m-module with operation sets O1 =

{ +′
i | 1 ≤ i ≤ m}, O1

1 = {·1i |1 ≤ i ≤ m}, O1
2 = {+̇1

i |1 ≤ i ≤ m} and Mod(M2(O2) :

R2(O2
1 →֒ O2

2)) an n-module with operation sets O2 = { +′′
i | 1 ≤ i ≤ n}, O2

1 = {·2i |1 ≤ i ≤ n},
O2

2 = {+̇2
i |1 ≤ i ≤ n}. They are said homomorphic if there is a mapping ι : M1 → M2 such

that for any integer i, 1 ≤ i ≤ m,

(i) ι(x +′
i y) = ι(x) +′′ ι(y) for ∀x, y ∈ M1, where ι(+′

i) = +′′ ∈ O2;

(ii) ι(a×i x) = a×i ι(x) for ∀x ∈ M1.

If ι is a bijection, these modules Mod(M1(O1) : R1(O1
1 →֒ O1

2)) and Mod(M2(O2) :

R2(O2
1 →֒ O2

2)) are said to be isomorphic, denoted by

Mod(M1(O1) : R1(O1
1 →֒ O1

2))
∼= Mod(M2(O2) : R2(O2

1 →֒ O2
2)).

Let Mod(M (O) : R(O1 →֒ O2)) be an m-module. For a multi-subgroup (N ;O) of

(M ;O), if for any integer i, 1 ≤ i ≤ m, a×i x ∈ N for ∀a ∈ R and x ∈ N , then by definition

it is itself an m-module, called a multi-submodule of Mod(M (O) : R(O1 →֒ O2)).

Now if Mod(N (O) : R(O1 →֒ O2)) is a multi-submodule of Mod(M (O) : R(O1 →֒ O2)),

by Theorem 4.2, we can get a quotient multi-group M

N
|(R,P̃ ) with a representation pair (R, P̃ )

under operations

(a+i N ) + (b+j N ) = (a+ b) +i N

for ∀a, b ∈ R,+ ∈ O. For convenience, we denote elements x+i N in M

N
|(R,P̃ ) by x(i). For an

integer i, 1 ≤ i ≤ m and ∀a ∈ R, define

a×i x(i) = (a×i x)(i).

Then it can be shown immediately that

(i) a×i (x(i) +i y(i)) = a×i x(i) +i a×i y(i);

(ii) (a+̇ib) ×i x(i) = a×i x(i) +i b×i x(i);

(iii) (a ·i b) ×i x(i) = a×i (b×i x(i));

(iv) 1·i ×i x(i) = x(i),



18 Linfan Mao

i.e.,(M

N
|(R,P̃ ) : R) is also an m-module, called a quotient module of Mod(M (O) : R(O1 →֒

O2)) to Mod(N (O) : R(O1 →֒ O2)). Denoted by Mod(M /N ).

The result on homomorphisms of m-modules following is an immediately consequence of

Theorem 4.2.

Theorem 6.1 Let Mod(M1(O1) : R1(O1
1 →֒ O1

2)), Mod(M2(O2) : R2(O2
1 →֒ O2

2)) be multi-

modules with O1 = { +′
i | 1 ≤ i ≤ m}, O2 = { +′′

i | 1 ≤ i ≤ n}, O1
1 = {·1i |1 ≤ i ≤ m},

O1
2 = {+̇1

i |1 ≤ i ≤ m}, O2
1 = {·2i |1 ≤ i ≤ n}, O2

2 = {+̇2
i |1 ≤ i ≤ n} and ι : Mod(M1(O1) :

R1(O1
1 →֒ O1

2)) → Mod(M2(O2) : R2(O2
1 →֒ O2

2)) be a onto homomorphism with (I(O2);O2)

a multi-group, where I(O2
2) denotes all units in the commutative multi-group (M2;O2). Then

there exist representation pairs (R1, P̃1), (R2, P̃2) such that

Mod(M /N )|(R1,P̃1)
∼= Mod(M2(O2)/I(O2))|(R2,P̃2),

where N = Kerι is the kernel of ι. Particularly, if (I(O2);O2) is trivial, i.e., |I(O2)| = 1,

then

Mod(M /N )|(R1,P̃1)
∼= Mod(M2(O2) : R2(O2

1 →֒ O2
2))|(R2,P̃2).

Proof Notice that (I(O2);O2) is a commutative multi-group. We can certainly construct

a quotient module Mod(M2(O2)/I(O2)). Applying Theorem 2.3.6, we find that

Mod(M /N )|(R1,P̃1)
∼= Mod(M2(O2)/I(O2))|(R2,P̃2).

Notice that Mod(M2(O2)/I(O2)) = Mod(M2(O2) : R2(O2
1 →֒ O2

2)) in the case of

|I(O2)| = 1. We get the isomorphism as desired. �

Corollary 6.1 Let Mod(M (O) : R(O1 →֒ O2)) be an m-module with O = { +i | 1 ≤ i ≤
m}, O1 = {·i|1 ≤ i ≤ m}, O2 = {+̇i|1 ≤ i ≤ m}, M a module on a ring (R; +, ·) and

ι : Mod(M1(O1) : R1(O1
1 →֒ O1

2)) → M a onto homomorphism with Kerι = N . Then there

exists a representation pair (R′, P̃ ) such that

Mod(M /N )|(R′,P̃)
∼= M,

particularly, if Mod(M (O) : R(O1 →֒ O2)) is a module M , then

M /N ∼= M.

For constructing multi-submodules of an m-module Mod(M (O) : R(O1 →֒ O2)) with

O = { +i | 1 ≤ i ≤ m}, O1 = {·i|1 ≤ i ≤ m}, O2 = {+̇i|1 ≤ i ≤ m}, a general way is described

in the following.

Let Ŝ ⊂ M with |Ŝ| = n. Define its linearly spanning set
〈
Ŝ|R

〉
in Mod(M (O) : R(O1 →֒

O2)) to be

〈
Ŝ|R

〉
= {

m⊕

i=1

n⊕

j=1

αij ×i xij | αij ∈ R, xij ∈ Ŝ },
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where

m⊕

i=1

n⊕

j=1

aij ×ij xi = a11 ×1 x11 +1 · · · +1 a1n ×1 x1n

+(1)a21 ×2 x21 +2 · · · +2 a2n ×2 x2n

+(2) · · · · · · · · · · · · · · · · · · · · · · · · · · · +(3)

am1 ×m xm1 +m · · · +m amn ×m xmn

with +(1),+(2),+(3) ∈ O and particularly, if +1 = +2 = · · · = +m, it is denoted by
m∑
i=1

xi as

usual. It can be checked easily that
〈
Ŝ|R

〉
is a multi-submodule of Mod(M (O) : R(O1 →֒

O2)), call it generated by Ŝ in Mod(M (O) : R(O1 →֒ O2)). If Ŝ is finite, we also say that〈
Ŝ|R

〉
is finitely generated. Particularly, if Ŝ = {x}, then

〈
Ŝ|R

〉
is called a cyclic multi-

submodule of Mod(M (O) : R(O1 →֒ O2)), denoted by Rx. Notice that

Rx = {
m⊕

i=1

ai ×i x | ai ∈ R }

by definition. For any finite set Ŝ, if for any integer s, 1 ≤ s ≤ m,

m⊕

i=1

si⊕

j=1

αij ×i xij = 0+s

implies that αij = 0+̇s
for 1 ≤ i ≤ m, 1 ≤ j ≤ n, then we say that {xij |1 ≤ i ≤ m, 1 ≤ j ≤ n}

is independent and Ŝ a basis of the multi-module Mod(M (O) : R(O1 →֒ O2)), denoted by〈
Ŝ|R

〉
= Mod(M (O) : R(O1 →֒ O2)).

For a multi-ring (R;O1 →֒ O2) with a unit 1· for ∀· ∈ O1, where O1 = {·i|1 ≤ i ≤ m} and

O2 = {+̇i|1 ≤ i ≤ m}, let

R
(n) = {(x1, x2, · · · , xn)| xi ∈ R, 1 ≤ i ≤ n}.

Define operations

(x1, x2, · · · , xn) +i (y1, y2, · · · , yn) = (x1+̇iy1, x2+̇iy2, · · · , xn+̇iyn)

and

a×i (x1, x2, · · · , xn) = (a ·i x1, a ·i x2, · · · , a ·i xn)

for ∀a ∈ R and integers 1 ≤ i ≤ m. Then it can be immediately known that R(n) is a multi-

module Mod(R(n) : R(O1 →֒ O2)). We construct a basis of this special multi-module in the

following.

For any integer k, 1 ≤ k ≤ n, let

e1 = (1·k , 0+̇k
, · · · , 0+̇k

);
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e2 = (0+̇k
, 1·k , · · · , 0+̇k

);

· · · · · · · · · · · · · · · · · · ;

en = (0+̇k
, · · · , 0+̇k

, 1·k).

Notice that

(x1, x2, · · · , xn) = x1 ×k e1 +k x2 ×k e2 +k · · · +k xn ×k en.

We find that each element in R(n) is generated by e1, e2, · · · , en. Now since

(x1, x2, · · · , xn) = (0+̇k
, 0+̇k

, · · · , 0+̇k
)

implies that xi = 0+̇k
for any integer i, 1 ≤ i ≤ n. Whence, {e1, e2, · · · , en} is a basis of

Mod(R(n) : R(O1 →֒ O2)).

Theorem 6.2 Let Mod(M (O) : R(O1 →֒ O2)) =
〈
Ŝ|R

〉
be a finitely generated multi-module

with Ŝ = {u1, u2, · · · , un}. Then

Mod(M (O) : R(O1 →֒ O2)) ∼= Mod(R(n) : R(O1 →֒ O2)).

Proof Define a mapping ϑ : M (O) → R(n) by ϑ(ui) = ei, ϑ(a ×j ui) = a ×j ej and

ϑ(ui +k uj) = ei +k ej for any integers i, j, k, where 1 ≤ i, j, k ≤ n. Then we know that

ϑ(

m⊕

i=1

n⊕

j=1

aij ×i ui) =

m⊕

i=1

n⊕

j=1

aij ×i ei.

Whence, ϑ is a homomorphism. Notice that it is also 1 − 1 and onto. We know that ϑ is an

isomorphism between Mod(M (O) : R(O1 →֒ O2)) and Mod(R(n) : R(O1 →֒ O2)). �

§7. Combinatorially Algebraic Systems

An algebraic multi-system is a pair (Ã ; Õ) with

Ã =

m⋃

i=1

Hi and Õ =

m⋃

i=1

Oi

such that for any integer i, 1 ≤ i ≤ m, (Hi;Oi) is a multi-operation system. For an algebraic

multi-operation system (Ã ; Õ) and an integer i, 1 ≤ i ≤ m, a homomorphism pi : (Ã ; Õ) →
(Hi;Oi) is called a sectional projection, which is useful in multi-systems.

Two multi-systems (Ã1; Õ1), (Ã2; Õ2), where Ã1 =
m⋃
i=1

H k
i and Õ1 =

m⋃
i=1

Ok
i for k = 1, 2

are homomorphic if there is a mapping o : Ã1 → Ã2 such that opi is a homomorphism for any

integer i, 1 ≤ i ≤ m. By this definition, we know the existent conditions for homomorphisms

on algebraic multi-systems following.

Theorem 7.1 There exists a homomorphism from an algebraic multi-system (Ã1; Õ1) to

(Ã2; Õ2), where Ãk =
m⋃
i=1

H k
i and Õk =

m⋃
i=1

Ok
i for k = 1, 2 if and only if there are ho-

momorphisms η1, η2, · · · , ηm on (H 1
1 ;O1

1), (H 1
2 ;O1

2), · · · , (H 1
m;O1

m) such that
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ηi|H 1
i
∩H 1

j
= ηj |H 1

i
∩H 1

j

for any integer 1 ≤ i, j ≤ m.

Proof By definition, if there is a homomorphism o : (Ã1; Õ1) → (Ã2; Õ2), then opi is a

homomorphism on (H 1
i ;O1

i ) for any integer i, 1 ≤ i ≤ m.

On the other hand, if there are homomorphisms η1, η2, · · · , ηm on (H 1
1 ;O1

1), (H 1
2 ;O1

2), · · · ,
(H 1

m;O1
m), define a mapping o : (Ã1; Õ1) → (Ã2; Õ2) by o(a) = ηi(a) if a ∈ H 1

i . Then it can

be checked immediately that o is a homomorphism. �

Let o : (Ã1; Õ1) → (Ã2; Õ2) be a homomorphism with a unit 1◦ for each operation ◦ ∈ Õ2.

Similar to the case of multi-operation systems, we define the multi-kernel K̃er(o) by

K̃er(o) = { a ∈ Ã1 | o(a) = 1◦ for ∀◦ ∈ Õ2 }.

Then we have the homomorphism theorem on algebraic multi-systems following.

Theorem 7.2 Let (Ã1; Õ1), (Ã2; Õ2) be algebraic multi-systems, where Ãk =
m⋃
i=1

H k
i , Õk =

m⋃
i=1

Ok
i for k = 1, 2 and o : (Ã1; Õ1) → (Ã2; Õ2) a onto homomorphism with a multi-group

(I2
i ;O2

i ) for any integer i, 1 ≤ i ≤ m. Then there are representation pairs (R̃1, P̃1) and (R̃2, P̃2)

such that

(Ã1; Õ1)

(K̃er(o);O1)
|(R̃1,P̃1)

∼= (Ã2; Õ2)

(Ĩ(O2);O2)
|(R̃2,P̃2)

where (Ĩ(O2);O2) =
m⋃
i=1

(I2
i ;O2

i ).

Proof By definition, we know that o|H 1
i

: (H 1
i ;O1

i ) → (H 2
o(i);O2

o(i)) is also an onto

homomorphism for any integer i, 1 ≤ i ≤ m. Applying Theorem 4.2 and Corollary 4.1, we can

find representation pairs (R1
i , P̃

1
i ) and (R2

i , P̃
2
i ) such that

(H 1
i ;O1

i )

(Ker(o|H 1
i
);O1

i ) (R1
i
,P̃ 1

i
)

∼=
(H 2

o(i);O2
o(i))

(I2
o(i);O2

o(i)) (R1
o(i)

,P̃ 1
o(i)

)

.

Notice that

Ãk =

m⋃

i=1

H
k
i , Õk =

m⋃

i=1

Ok
i

for k = 1, 2 and

K̃er(o) =

m⋃

i=1

Ker(o|H 1
i
).

We finally get that
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(Ã1; Õ1)

(K̃er(o);O1)
|(R̃1,P̃1)

∼= (Ã2; Õ2)

(Ĩ(O2);O2)
|(R̃2,P̃2)

with

R̃k =

m⋃

i=1

Rki and P̃k =

m⋃

i=1

P̃ ki

for k = 1 or 2. �

Let (A; ◦) be an algebraic system with operation ◦. We associate a labeled graph GL[A]

with (A; ◦) by

V (GL[A]) = A,

E(GL[A]) = {(a, c) with label ◦ b | if a ◦ b = c for ∀a, b, c ∈ A},

as shown in Fig.7.1.

a ◦ b = c -
a

◦b
c

Fig.7.1

The advantage of this diagram on systems is that we can find a◦b = c for any edge in

GL[A], if its vertices are a,c with a label ◦b and vice versa immediately. For example, the

labeled graph GL[Z4] of an Abelian group Z4 is shown in Fig.7.2.- ?
�6 � 6-?

- -
?6 I R��

0 1

23

+0 +0

+0+0

+1

+1

+1

+1

+3

+3

+3

+3
+2

+2

+2

+2

Fig.7.2

Some structure properties on these diagrams GL[A] of systems are shown in the following.

Property 1. The labeled graph GL[A] is connected if and only if there are no partition A =

A1

⋃
A2 such that for ∀a1 ∈ A1, ∀a2 ∈ A2, there are no definition for a1 ◦ a2 in (A; ◦).

If GL[A] is disconnected, we choose one component C and let A1 = V (C). Define A2 =

V (GL[A]) \ V (C). Then we get a partition A = A1

⋃
A2 and for ∀a1 ∈ A1, ∀a2 ∈ A2, there are
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no definition for a1 ◦ a2 in (A; ◦), a contradiction.

Property 2. If there is a unit 1A in (A; ◦), then there exists a vertex 1A in GL[A] such that

the label on the edge (1A, x) is ◦x.

For a multiple 2-edge (a, b) in a directed graph, if two orientations on edges are both to a

or both to b, then we say it a parallel multiple 2-edge. If one orientation is to a and another is

to b, then we say it an opposite multiple 2-edge.

Property 3. For ∀a ∈ A, if a−1
◦ exists, then there is an opposite multiple 2-edge (1A, a) in

GL[A] with labels ◦a and ◦a−1
◦ , respectively.

Property 4. For ∀a, b ∈ A if a ◦ b = b ◦ a, then there are edges (a, x) and (b, x), x ∈ A in

(A; ◦) with labels w(a, x) = ◦b and w(b, x) = ◦a in GL[A], respectively.

Property 5. If the cancellation law holds in (A; ◦), i.e., for ∀a, b, c ∈ A, if a ◦ b = a ◦ c then

b = c, then there are no parallel multiple 2-edges in GL[A].

These properties 2− 5 are gotten by definition. Each of these cases is shown in (1), (2), (3)

and (4) in Fig.7.3.

a b

1A

(1)

◦a ◦b666 6 a

1A

◦a ◦a−1
6 ?

a b

◦b ◦a66
a

6 ◦b ◦a66 6
(2) (3) (4)

Fig.7.3

Now we consider the diagrams of algebraic multi-systems. Let (Ã ; Õ) be an algebraic

multi-system with

Ã =

m⋃

i=1

Hi and Õ =

m⋃

i=1

Oi

such that (Hi;Oi) is a multi-operation system for any integer i, 1 ≤ i ≤ m, where the operation

set Oi = {◦ij |1 ≤ j ≤ ni}. Define a labeled graph GL[Ã ] associated with (Ã ; Õ) by

GL[Ã ] =

m⋃

i=1

ni⋃

j=1

GL[(Hi; ◦ij)],

where GL[(Hi; ◦ij)] is the associated labeled graph of (Hi; ◦ij) for 1 ≤ i ≤ m, 1 ≤ j ≤ nij . The

importance of GL[Ã ] is displayed in the next result.
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Theorem 7.3 Let (Ã1; Õ1), (Ã2; Õ2) be two algebraic multi-systems. Then

(Ã1; Õ1) ∼= (Ã2; Õ2)

if and only if

GL[Ã1] ∼= GL[Ã2].

Proof If (Ã1; Õ1) ∼= (Ã2; Õ2), by definition, there is a 1 − 1 mapping ω : Ã1 → Ã2 with

ω : Õ1 → Õ2 such that for ∀a, b ∈ Ã1 and ◦1 ∈ Õ1, there exists an operation ◦2 ∈ Õ2 with the

equality following hold,

ω(a ◦1 b) = ω(a) ◦2 ω(b).

Not loss of generality, assume a ◦1 b = c in (Ã1; Õ1). Then for an edge (a, c) with a label ◦1b

in GL[Ã1], there is an edge (ω(a), ω(c)) with a label ◦2ω(b) in GL[Ã2], i.e., ω is an equivalence

from GL[Ã1] to GL[Ã2]. Therefore, GL[Ã1] ∼= GL[Ã2].

Conversely, if GL[Ã1] ∼= GL[Ã2], let ̟ be a such equivalence from GL[Ã1] to GL[Ã2],

then for an edge (a, c) with a label ◦1b in GL[Ã1], by definition we know that (ω(a), ω(c)) with

a label ω(◦1)ω(b) is an edge in GL[Ã2]. Whence,

ω(a ◦1 b) = ω(a)ω(◦1)ω(b),

i.e., ω : Ã1 → Ã2 is an isomorphism from (Ã1; Õ1) to (Ã2; Õ2). �

Generally, let (Ã1; Õ1), (Ã2; Õ2) be two algebraic multi-systems associated with labeled

graphs GL[Ã1], G
L[Ã2]. A homomorphism ι : GL[Ã1] → GL[Ã2] is a mapping ι : V (GL[Ã1]) →

V (GL[Ã2]) and ι : Õ1 → Õ2 such that ι(a, c) = (ι(a), ι(c)) with a label ι(◦)ι(b) for ∀(a, c) ∈
E(GL[Ã1]) with a label ◦b. We get a result on homomorphisms of labeled graphs following.

Theorem 7.4 Let (Ã1; Õ1), (Ã2; Õ2) be algebraic multi-systems, where Ãk =
m⋃
i=1

H k
i , Õk =

m⋃
i=1

Ok
i for k = 1, 2 and ι : (Ã1; Õ1) → (Ã2; Õ2) a homomorphism. Then there is a homomor-

phism ι : GL[A1] → GL[A2] from GL[A1] to GL[A2] induced by ι.

Proof By definition, we know that o : V (GL[A1]) → V (GL[A2]). Now if (a, c) ∈ E(GL[A1])

with a label ◦b, then there must be a ◦ b = c in (Ã1; Õ1). Hence, ι(a)ι(◦)ι(b) = ι(c) in (Ã2; Õ2),

where ι(◦) ∈ Õ2 by definition. Whence, (ι(a), ι(c)) ∈ E(GL[A1]) with a label ι(◦)ι(b) in GL[A2],

i.e., ι is a homomorphism between GL[A1] and GL[A )2]. Therefore, ι induced a homomorphism

from GL[A1] to GL[A2]. �

Notice that an algebraic multi-system (Ã ; Õ) is a combinatorial system CΓ with an under-

lying graph Γ, called a Γ-multi-system, where

V (Γ) = {Hi|1 ≤ i ≤ m},

E(Γ) = {(Hi,Hj)|∃a ∈ Hi, b ∈ Hj with (a, b) ∈ E(GL[Ã ]) for 1 ≤ i, j ≤ m}.
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We obtain conditions for an algebraic multi-system with a graphical structure in the fol-

lowing.

Theorem 7.5 Let (Ã ; Õ) be an algebraic multi-system. Then it is

(i) a circuit multi-system if and only if there is arrangement Hli , 1 ≤ i ≤ m for H1,H2, · · · ,Hm

such that

Hli−1

⋂
Hli 6= ∅, Hli

⋂
Hli+1 6= ∅

for any integer i(mod m), 1 ≤ i ≤ m but

Hli

⋂
Hlj = ∅

for integers j 6= i− 1, i, i+ 1(mod m);

(ii) a star multi-system if and only if there is arrangement Hli , 1 ≤ i ≤ m for H1,H2, · · · ,Hm

such that

Hl1

⋂
Hli 6= ∅ but Hli

⋂
Hlj = ∅

for integers 1 < i, j ≤ m, i 6= j.

(iii) a tree multi-system if and only if any subset of Ã is not a circuit multi-system under

operations in Õ.

Proof By definition, these conditions really ensure a circuit, star, or a tree multi-system.

Conversely, a circuit, star, or a tree multi-system constrains these conditions, respectively. �

Now if an associative system (A ; ◦) has a unit and inverse element a−1
◦ for any element

a ∈ A , i.e., a group, then for any elements x, y ∈ A , there is an edge (x, y) ∈ E(GL[A ]). In

fact, by definition, there is an element z ∈ A such that x−1
◦ ◦ y = z. Whence, x ◦ z = y. By

definition, there is an edge (x, y) with a label ◦z in GL[A ], and an edge (y, x) with label z−1
◦ .

Thereafter, the diagram of a group is a complete graph attached with a loop at each vertex,

denoted by K[A ; ◦]. As a by-product, the diagram GL[G̃] of a m-group G̃ is a union of m

complete graphs with the same vertices, each attached with m loops.

Summarizing previous discussion, we can sketch the diagram of a multi-group as follows.

Theorem 7.6 Let (Ã ; Õ) be a multi-group with Ã =
m⋃
i=1

Hi, Õ =
m⋃
i=1

Oi, Oi = {◦ij , 1 ≤ j ≤
ni} and (Hi; ◦ij) a group for integers i, j, 1 ≤ i ≤ m, 1 ≤ i ≤ ni. Then its diagram GL[A ] is

GL[A ] =

m⋃

i=1

ni⋃

j=1

K[Hi; ◦ij ].

Corollary 7.1 The diagram of a field (H ; +, ◦) is a union of two complete graphs attached

with 2 loops at each vertex.

Corollary 7.2 Let (Ã ; Õ) be a multi-group. Then GL[A ] is hamiltonian if and only if CΓ is

hamiltonian.
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Proof Notice that CΓ is an resultant graph in GL[A ] shrinking each
ni⋃
j=1

K[Hi; ◦ij ] to a

vertex Hi for 1 ≤ i ≤ m by definition. Whence, CΓ is hamiltonian if GL[A ] is hamiltonian.

Conversely, if CΓ is hamiltonian, we can easily find a hamiltonian circuit in GL[A ] by

applying Theorem 7.6. �

§8. Remarks

8.1 These conceptions of multi-group, multi-ring, multi-field and multi-vector space are first

presented in [11]-[14] introduced by Smarandache multi-spaces. In Sections 4 − 5, we consider

their general case, i.e., multi-operation systems and extend the homomorphism theorem to this

multi-system. Section 6 is a generalization of works in [13] to multi-modules. There are many

trends or topics in multi-systems should be researched, such as extending those of results in

groups, rings or linear spaces to multi-systems.

8.2 The topic discussed in Section 7 can be seen as an application of combinatorial spec-

ulation([16]) to classical algebra. In fact, there are many research trends in combinatorially

algebraic systems, in algebra or combinatorics. For example, given an underlying combinatorial

structure G, what can we say about its algebraic behavior? Similarly, what can we know on its

graphical structure, such as in what condition it has a hamiltonian circuit, or a 1-factor? When

it is regular? · · · , etc..
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as follows. By constructing two S-isotopic S-quasigroups(loops) U and V such that their

Smarandache automorphism groups are not trivial, it is shown that U is a SCIPQ(SCIPL)

if and only if V is a SCIPQ(SCIPL). Explanations and procedures are given on how these

SCIPQs can be used to double encrypt information.
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§1. Introduction

1.1 Quasigroups and Loops

Let L be a non-empty set. Define a binary operation (·) on L : If x · y ∈ L for all x, y ∈ L,

(L, ·) is called a groupoid. If the system of equations ;

a · x = b and y · a = b

have unique solutions for x and y respectively, then (L, ·) is called a quasigroup. For each

x ∈ L, the elements xρ = xJρ, x
λ = xJλ ∈ L such that xxρ = eρ and xλx = eλ are called

the right, left inverses of x respectively. Now, if there exists a unique element e ∈ L called

the identity element such that for all x ∈ L, x · e = e · x = x, (L, ·) is called a loop. To

every loop (L, ·) with automorphism group AUM(L, ·), there corresponds another loop. Let

the set H = (L, ·) × AUM(L, ·). If we define ’◦’ on H such that (α, x) ◦ (β, y) = (αβ, xβ · y)
for all (α, x), (β, y) ∈ H , then H(L, ·) = (H, ◦) is a loop as shown in Bruck [6] and is called the

Holomorph of (L, ·).
A loop is a weak inverse property loop(WIPL) if and only if it obeys the identity

x(yx)ρ = yρ or (xy)λx = yλ.

1Received May 6, 2008. Accepted August 18, 2008.
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A loop(quasigroup) is a cross inverse property loop(quasigroup)[CIPL(CIPQ)] if and only

if it obeys the identity

xy · xρ = y or x · yxρ = y or xλ · (yx) = y or xλy · x = y.

A loop(quasigroup) is an automorphic inverse property loop(quasigroup)[AIPL(AIPQ)] if

and only if it obeys the identity

(xy)ρ = xρyρ or (xy)λ = xλyλ.

The set SYM(G, ·) = SYM(G) of all bijections in a groupoid (G, ·) forms a group called

the permutation(symmetric) group of the groupoid (G, ·). Consider (G, ·) and (H, ◦) been two

distinct groupoids(quasigroups, loops). Let A,B and C be three distinct non-equal bijective

mappings, that maps G onto H . The triple α = (A,B,C) is called an isotopism of (G, ·) onto

(H, ◦) if and only if

xA ◦ yB = (x · y)C ∀ x, y ∈ G.

If (G, ·) = (H, ◦), then the triple α = (A,B,C) of bijections on (G, ·) is called an autotopism

of the groupoid(quasigroup, loop) (G, ·). Such triples form a group AUT (G, ·) called the au-

totopism group of (G, ·). Furthermore, if A = B = C, then A is called an automorphism

of the groupoid(quasigroup, loop) (G, ·). Such bijections form a group AUM(G, ·) called the

automorphism group of (G, ·).
As observed by Osborn [17], a loop is a WIPL and an AIPL if and only if it is a CIPL.

The past efforts of Artzy [1]-[4], Belousov and Tzurkan [5] and recent studies of Keedwell [12],

Keedwell and Shcherbacov [13]-[15] are of great significance in the study of WIPLs, AIPLs,

CIPQs and CIPLs, their generalizations(i.e m-inverse loops and quasigroups, (r,s,t)-inverse

quasigroups) and applications to cryptography.

Interestingly, Huthnance [7] showed that if (L, ·) is a loop with holomorph (H, ◦), (L, ·) is

a WIPL if and only if (H, ◦) is a WIPL. But the holomorphic structure of AIPL and a CIPL

has just been revealed by Jáıyéo.lá [11].

In the quest for the application of CIPQs with long inverse cycles to cryptography, Keedwell

[12] constructed the following CIPQ which we shall specifically call Keedwell CIPQ.

Theorem 1.1 Let (G, ·) be an abelian group of order n such that n+ 1 is composite. Define a

binary operation ’◦’ on the elements of G by the relation a ◦ b = arbs, where rs = n+ 1. Then

(G, ◦) is a CIPQ and the right crossed inverse of the element a is au, where u = (−r)3

The author also gave examples and detailed explanation and procedures of the use of this

CIPQ for cryptography. Cross inverse property quasigroups have been found appropriate for

cryptography because of the fact that the left and right inverses xλ and xρ of an element x do

not coincide unlike in left and right inverse property loops, hence this gave rise to what is called

cycle of inverses or inverse cycles or simply cycles, i.e finite sequence of elements x1, x2, · · · , xn
such that xρk = xk+1 mod n. The number n is called the length of the cycle. The origin of the

idea of cycles can be traced back to Artzy [1],[4] where he also found there existence in WIPLs

apart form CIPLs. In his two papers, he proved some results on possibilities for the values of
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n and for the number m of cycles of length n for WIPLs and especially CIPLs. We call these

Cycle Theorems for now.

In application, it is assumed that the message to be transmitted can be represented as single

element x of a quasigroup (L, ·) and that this is enciphered by multiplying by another element

y of L so that the encoded message is yx. At the receiving end, the message is deciphered

by multiplying by the right inverse yρ of y. If a left(right) inverse quasigroup is used and the

left(right) inverse of x is xλ (xρ), then the left(right) inverse of xλ (xρ) is necessarily x. But if

a CIPQ is used, this is not necessary the situation. This fact makes an attack on the system

more difficult in the case of CIPQs.

1.2 Smarandache Quasigroups and Loops

The study of Smarandache loops was initiated by W. B. Vasantha Kandasamy in 2002. In

her book [19], she defined a Smarandache loop(S-loop) as a loop with at least a subloop which

forms a subgroup under the binary operation of the loop. In [9], the present author defined

a Smarandache quasigroup(S-quasigroup) to be a quasigroup with at least a non-trivial as-

sociative subquasigroup called a Smarandache subsemigroup (S-subsemigroup). Examples of

Smarandache quasigroups are given in Muktibodh [16]. In her book, she introduced over 75

Smarandache concepts on loops. In her first paper [20], on the study of Smarandache notions

in algebraic structures, she introduced Smarandachely left(right) alternative loops, Bol loops,

Moufang loops, and Bruck loops. In [8], the present author introduced Smarandachely inverse

property loops(IPL) and weak inverse property loops(WIPL).

A quasigroup(loop) is called a Smarandache certain quasigroup(loop) if it has at least a

non-trivial subquasigroup(subloop) with the certain property and the latter is referred to as

the Smarandache certain subquasigroup(subloop). For example, a loop is called a Smarandache

CIPL(SCIPL) if it has at least a non-trivial subloop that is a CIPL and the latter is referred to

as the Smarandache CIP-subloop. By an initial S-quasigroup L with an initial S-subquasigroup

L′, we mean L and L′ are pure quasigroups, i.e. they do not obey a certain property(not of

any variety).

If L is a S-groupoid with a S-subsemigroup H , then the set SSYM(L, ·) = SSYM(L) of

all bijections A in L such that A : H → H forms a group called the Smarandache permuta-

tion(symmetric) group of the S-groupoid. In fact, SSYM(L) 6 SYM(L).

Definition 1.1 Let (L, ·) and (G, ◦) be two distinct groupoids that are isotopic under a triple

(U, V,W ). Now, if (L, ·) and (G, ◦) are S-groupoids with S-subsemigroups L′ and G′ respectively

such that A : L′ → G′, where A ∈ {U, V,W}, then the isotopism (U, V,W ) : (L, ·) → (G, ◦) is

called a Smarandache isotopism(S-isotopism).

Thus, if U = V = W , then U is called a Smarandache isomorphism. Hence we write

(L, ·) % (G, ◦).
But if (L, ·) = (G, ◦), then the autotopism (U, V,W ) is called a Smarandache autotopism (S-

autotopism) and they form a group SAUT (L, ·) which will be called the Smarandache autotopism

group of (L, ·). Observe that SAUT (L, ·) 6 AUT (L, ·). Furthermore, if U = V = W , then U is

called a Smarandache automorphism of (L, ·). Such Smarandache permutations form a group
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SAUM(L, ·) called the Smarandache automorphism group(SAG) of (L, ·).

Now, set HS = (L, ·) × SAUM(L, ·). If we define ’◦’ on HS such that (α, x) ◦ (β, y) =

(αβ, xβ · y) for all (α, x), (β, y) ∈ HS , then HS(L, ·) = (HS , ◦) is a S-quasigroup(S-loop) with

S-subgroup (H ′, ◦) where H ′ = L′ × SAUM(L) and thus will be called the Smarandache

Holomorph(SH) of (L, ·).
The aim of the present study is to further strengthen the use of the Keedwell CIPQ against

attack on a system by the use of the Smarandache Keedwell CIPQ for cryptography in a similar

spirit in which the cross inverse property has been used by Keedwell. This is done as follows.

By constructing two S-isotopic S-quasigroups(loops) U and V such that their Smarandache

automorphism groups are not trivial, it is shown that U is a SCIPQ(SCIPL) if and only if V

is a SCIPQ(SCIPL). Explanations and procedures are given on how these SCIPQs can be used

to double encrypt information.

§2. Preliminary Results

Definition 2.1(Smarandachely Keedwell CIPQ) Let Q be an initial S-quasigroup with an initial

S-subquasigroup P . Q is called a Smarandachely Keedwell CIPQ(SKCIPQ) if P is isomorphic

to the Keedwell CIPQ, say under a mapping φ.

The following results that have recently been established are of paramount importance to

prove the main result in this paper.

Theorem 2.1(Jáıyéo.lá [10]) Let U = (L,⊕) and V = (L,⊗) be initial S-quasigroups such that

SAUM(U) and SAUM(V ) are conjugates in SSYM(L) i.e there exists a ψ ∈ SSYM(L) such

that for any γ ∈ SAUM(V ), γ = ψ−1αψ where α ∈ SAUM(U). Then, HS(U) % HS(V ) if

and only if xδ ⊗ yγ = (xβ ⊕ y)δ ∀ x, y ∈ L, β ∈ SAUM(U) and some δ, γ ∈ SAUM(V ).

Theorem 2.2(Jáıyéo.lá [11]) The holomorph H(L) of a quasigroup(loop) L is a Smarandache

CIPQ(CIPL) if and only if SAUM(L) = {I} and L is a Smarandache CIPQ(CIPL).

§3. Main Result with Applications

3.1 Main result

Theorem 3.1 Let U = (L,⊕) and V = (L,⊗) be initial S-quasigroups(S-loops) that are

S-isotopic under the triple of the form (δ−1β, γ−1, δ−1) for all β ∈ SAUM(U) and some

δ, γ ∈ SAUM(V ) such that their Smarandache automorphism groups are non-trivial and are

conjugates in SSYM(L) i.e there exists a ψ ∈ SSYM(L) such that for any γ ∈ SAUM(V ),

γ = ψ−1αψ where α ∈ SAUM(U). Then, U is a SCIPQ(SCIPL) if and only if V is a

SCIPQ(SCIPL).

Proof Following Theorem 2.1, HS(U) % HS(V ). Also, by Theorem 2.2, HS(U)(HS(V ))

is a SCIPQ (SCIPL) if and only if SAUM(U) = {I}(SAUM(V ) = {I}) and U(V ) is a
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SCIPQ(SCIPL).

Now let U be an SCIPQ(SCIPL), then since HS(U) has a subquasigroup(subloop) that

is isomorphic to a S-CIP-subquasigroup(subloop) of U and that subquasigroup (subloop) is

isomorphic to a S-subquasigroup(subloop) of HS(V ) which is isomorphic to a S-subquasigroup

(subloop) of V , V is a SCIPQ(SCIPL). The proof for the converse is similar. �

3.2 Application To Cryptography

Let the Smarandache Keedwell CIPQ be the SCIPQ U in Theorem 3.1. Definitely, its Smaran-

dache automorphism group is non-trivial because as shown in Theorem 2.1 of Keedwell [12].

For any CIPQ, the mapping Jρ : x → xρ is an automorphism. This mapping will be trivial

only if the S-CIP-subquasigroup of U is unipotent. For instance, in Example 2.1 of Keedwell

[12], the CIPQ (G, ◦) obtained is unipotent because it was constructed using the cyclic group

C5 =< c : c5 = e > and defined as a ◦ b = a3b2. But in Example 2.2, the CIPQ gotten is not

unipotent as a result of using the cyclic group C11 =< c : c11 = e >. Thus, the choice of a

Smarandache Keedwell CIPQ which suits our purpose in this work for a cyclic group of order

n is one in which rs = n+ 1 and r + s 6= n. Now that we have seen a sample for the choice of

U , the initial S-quasigroup V can then be obtained as shown in Theorem 3.1. By Theorem 3.1,

V is a SCIPQ.

Now, according to Theorem 2.1, by the choice of the mappings α, β ∈ SAUM(U) and

ψ ∈ SSYM(L) to get the mappings δ, γ, a SCIPQ V can be produced following Theorem

3.1. So, the secret keys for the systems are {α, β, ψ, φ} ≡ {δ, γ, φ}. Thus whenever a set of

information or messages is to be transmitted, the sender will enciphere in the Smarandache

Keedwell CIPQ by using specifically the S-CIP-subquasigroup in it(as described earlier on in

the introduction) and then enciphere again with {α, β, ψ, φ} ≡ {δ, γ, φ} to get a SCIPQ V which

is the set of encoded messages. At the receiving end, the message V is deciphered by using an

inverse isotopism(i.e inverse key of {α, β, ψ} ≡ {δ, γ}) to get U and then deciphere again(as

described earlier on in the introduction) to get the messages. The secret key can be changed

over time. The method described above is a double encryption and its a double protection.

It protects each piece of information(element of the quasigroup) and protects the combined

information(the quasigroup as a whole). Its like putting on a pair of socks and shoes or putting

on under wears and clothes, the body gets better protection. An added advantage of the use

of Smarandache Keedwell CIPQ over Keedwell CIPQ in double encryption is that the since

the S-CIP-subquasigroups of the Smarandache Keedwell CIPQ in use could be more than one,

then, the S-CIP-subquasigroups can be replaced overtime.
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§1. Introduction

Curves of constant breadth were introduced by L. Euler [3]. In [8], some geometric properties

of plane curves of constant breadth are given. And, in another work [9], these properties are

studied in the Euclidean 3-Space E3. Moreover, M. Fujivara [5] had obtained a problem to

determine whether there exist space curve of constant breadth or not, and he defined breadth

for space curves and obtained these curves on a surface of constant breadth. In [1], this kind

curves are studied in four dimensional Euclidean space E4.

A regular curve with more than 2 breadths in Minkowski 3-space is called a Smarandache

breadth curve. In this paper, we study a special case of Smarandache breadth curves. We

investigate position vector of simple closed time-like curves and some characterizations in the

case of constant breadth. Thus, we extended this classical topic to the space E3
1, which is related

with Smarandache geometries, see [4] for details. We used the method of [9].

§2. Preliminaries

To meet the requirements in the next sections, here, the basic elements of the theory of curves

in the space E3
1 are briefly presented. A more complete elementary treatment can be found in

the reference [2].

The Minkowski 3-space E3
1 is the Euclidean 3-space E3 provided with the standard flat

metric given by

1Received July 1, 2008. Accepted August 25, 2008.
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〈, 〉 = −dx2
1 + dx2

2 + dx2
3,

where (x1, x2, x3) is a rectangular coordinate system of E3
1 . Since 〈, 〉 is an indefinite metric,

recall that a vector v ∈ E3
1 can have one of three Lorentzian characters: it can be space-like

if 〈v, v〉 > 0 or v = 0, time-like if 〈v, v〉 < 0 and null if 〈v, v〉 = 0 and v 6= 0. Similarly, an

arbitrary curve ϕ = ϕ(s) in E3
1 can locally be space-like, time-like or null (light-like), if all of its

velocity vectors ϕ′ are respectively space-like, time-like or null (light-like), for every s ∈ I ⊂ R.

The pseudo-norm of an arbitrary vector a ∈ E3
1 is given by ‖a‖ =

√
|〈a, a〉|. ϕ is called an unit

speed curve if velocity vector v of ϕ satisfies ‖v‖ = ±1. For vectors v, w ∈ E3
1 it is said to be

orthogonal if and only if 〈v, w〉 = 0.

Denote by {T,N,B} the moving Frenet frame along the curve ϕ in the space E3
1 . For an

arbitrary curve ϕ with first and second curvature, κ and τ in the space E3
1 , the following Frenet

formulae are given in [6]:

Let ϕ be a time-like curve, then the Frenet formulae read




T ′

N ′

B′


 =




0 κ 0

κ 0 τ

0 −τ 0







T

N

B


 , (1)

where

〈T, T 〉 = −1, 〈N,N〉 = 〈B,B〉 = 1,

〈T,N〉 = 〈T,B〉 = 〈T,N〉 = 〈N,B〉 = 0

Let a and b be two time-like vectors in E3
1 . If a and b aren’t in the same time cone then

there is unique real number δ ≥ 0 called the hyperbolic angle between a and b, such that

g(a, b) = ‖a‖ ‖b‖ cosh δ. Let ϑ = ϑ(s) be a time-like curve in E3
1 . If tangent vector field of this

curve forms a constant angle with a constant vector field U , then this curve is called an inclined

curve.

In [7], the author wrote a characterization for the inclined time-like curves with the follow-

ing theorem.

Theorem 2.1 Let ϕ = ϕ(s) be an unit speed time-like curve in E3
1 . ϕ is an inclined curve if

and only if
κ

τ
= constant. (2)

§3. The Time-like Curves of Constant Breadth in E3
1

Definition 3.1 A regular curve with more than 2 breadths in Minkowski 3-space is called a

Smarandache breadth curve.

Let ϕ = ϕ(s) be a Smarandache breadth curve. Moreover, let us suppose ϕ = ϕ(s) simple

closed time-like curve in the space E3
1 . These curves will be denoted by (C). The normal plane
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at every point P on the curve meets the curve at a single point Q other than P . We call the

point Q the opposite point of P . We consider a curve in the class Γ as in [?] having parallel

tangents T and T ∗ in opposite directions at the opposite points ϕ and ϕ∗ of the curve. A

simple closed curve having parallel tangents in opposite directions at opposite points can be

represented with respect to Frenet frame by the equation

ϕ∗(s) = ϕ(s) +m1T +m2N +m3B, (3)

wheremi(s), 1 ≤ i ≤ 3 are arbitrary functions and ϕ and ϕ∗ are opposite points. Differentiating

both sides of (3) and considering Frenet equations, we have




dϕ∗

ds
= T ∗ ds

∗

ds
= (

dm1

ds
+m2κ+ 1)T+

(
dm2

ds
+m1κ−m3τ)N + (

dm3

ds
+m2τ)B




. (4)

Since T ∗ = −T . Rewriting (4), we have respectively,




dm1

ds
= −m2κ− 1 − ds∗

ds
dm2

ds
= −m1κ+m3τ

dm3

ds
= −m2τ




. (5)

If we call φ as the angle between the tangent of the curve (C) at point ϕ(s) with a given

fixed direction and consider
dφ

ds
= κ, we have (5) as follow:





dm1

dφ
= −m2 − f(φ)

dm2

dφ
= −m1 +m3ρτ

dm3

dφ
= −m2ρτ





, (6)

where f(φ) = ρ + ρ∗, ρ =
1

κ
and ρ∗ =

1

κ∗
denote the radius of curvatures at ϕ and ϕ∗,

respectively. And using system (6), we have the following differential equation with respect to

m1 as

κ

τ

[
d3m1

dφ3
+
d2f

dφ2

]
+

d

dφ
(
κ

τ
)

[
d2m1

dφ2
−m1 +

df

dφ

]
+ (

τ2 − κ2

τκ
)
dm1

dφ
+
τ

κ
f = 0. (7)

Equation (7) is a characterization for ϕ∗. If the distance between opposite points of (C) and

(C∗) is constant, then, we can write that

‖ϕ∗ − ϕ‖ = −m2
1 +m2

2 +m2
3 = l2 = constant. (8)

Hence, we write

−m1
dm1

dφ
+m2

dm2

dφ
+m3

dm3

dφ
= 0. (9)

Considering system (6), we obtain

m1(
dm1

dφ
+m2) = 0. (10)
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We write m1 = 0 or
dm1

dφ
= −m2. Thus, we shall study in the following subcases.

Case 1.
dm1

dφ
= −m2. Then f(φ) = 0. In this case, (C∗) is translated by the constant vector

u = m1T +m2N +m3B (11)

of (C). Now, let us to investigate solution of the equation (7), in some special cases.

Case 1.1 Suppose that ϕ is an inclined curve. If we rewrite (7), we have the following

differential equation:
d3m1

dφ3
+ (

τ2

κ2
− 1)

dm1

dφ
= 0. (12)

General solution of (12) depends on character of
τ

κ
. Due to this, we distinguish following

subcases.

Case 1.1.1 τ > κ. Then the solution above differential equation is:

m1 = C1 cos

√
τ2

κ2
− 1φ+ C2 sin

√
τ2

κ2
− 1φ. (13)

And therefore, we have m2 and m3, respectively,

m2 =

√
τ2

κ2
− 1

{
C1 sin

√
τ2

κ2
− 1φ− C2 cos

√
τ2

κ2
− 1φ

}
, (14)

m3 =
τ

κ

[
C1 cos

√
τ2

κ2
− 1φ+ C2 sin

√
τ2

κ2
− 1φ

]
. (15)

where C1 and C2 are real numbers.

Case 1.1.2 τ < κ. Then the solution has the form

m1 = A1e

√√√√
1−
τ2

κ2
φ

+A2e
−

√√√√
1−
τ2

κ2
φ.

(16)

Hence, we have m2 and m3 as follows:

m2 =

√
1 − τ2

κ2




−A1e

√√√√
1−
τ2

κ2
φ

+A2eA2e
−

√√√√
1−
τ2

κ2
φ




, (17)

m3 =
τ

κ


A1e

√√√√
1−
τ2

κ2
φ

+A2e
−

√√√√
1−
τ2

κ2
φ


 . (18)

where A1 and A2 are real numbers.

Corollary 3.1 Position vector of ϕ∗ can be formed by the equations (13), (14) and (15) or

(16), (17) and (18) according to ratio of
τ

κ
.
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Case 1.2 Let us suppose m1 = c1 = constant 6= 0. Thus m2 = 0. From (6)3 we easily have

m3 = c3 = constant. And using (6)2 we get

κ

τ
=
c3
c1

= constant. (19)

Equation (19) shows that ϕ is an inclined curve. Therefore, Case 1.2 is a characterization

for the inclined time-like curves of constant breadth in E3
1 . Then the position vector of ϕ∗ can

be written as follow:

ϕ∗ = ϕ+ c1T + c3B. (20)

And curvature of ϕ∗ is obtained as

κ∗ = κ. (21)

Case 2 m1 = 0. Then m2 = −f(φ). And, here, let us suppose that ϕ is an inclined curve.

Thus, the equation (7) has the form

d2f

dφ2
+
τ2

κ2
f = 0. (22)

The solution of (22) is

f(φ) = L1 cos
τ

κ
φ+ L2 sin

τ

κ
φ. (23)

where L1 and L2 are real numbers. Using equation (23), we have m2 and m3

m2 = −L1 cos
τ

κ
φ− L2 sin

τ

κ
φ = −ρ− ρ∗, (24)

m3 = L1 sin
τ

κ
φ− L2 sin

τ

κ
φ. (25)

And therefore, we write the position vector and the curvature of ϕ∗

ϕ∗ = ϕ+ (−ρ− ρ∗)N + (L1 sin
τ

κ
φ− L2 sin

τ

κ
φ)B, (26)

κ∗ =
1

L1 cos
τ

κ
φ+ L2 sin

τ

κ
φ− 1

κ

. (27)

And the distance between the opposite points of (C) and (C∗) is

‖ϕ∗ − ϕ‖ = L2
1 + L2

2 = constant. (28)
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Abstract: A basis B for the cycle space C(G) of a graph G is called a d-fold if each edge

of G occurs in at most d of the cycles in the basis B. A basis B for the cycle space C(G) of a

graph G is Smarandachely if each edge of G occurs in at least 2 of the cycles in B. The basis

number, b(G), of a graph G is defined to be the least integer d such that there is a d-fold

basis of the cycle space of G. MacLane [20] made a connection between the the number

of occurrence of edges of a graph in its cycle bases and the planarity of a graph, which is

related with parallel bundles on planar map geometries, a kind of Smarandache geometries.

In fact, he proved that a graph G is planar if and only if b(G) ≤ 2. Jaradat [10] gave an

upper bound of the basis number of the strong product of a graph with a bipartite graph in

terms of the factors. In this work, we show that the basis number of the strong product of

a theta graph with a cycle is either 3 or 4. Our result, improves Jaradat’s upper bound in

the case of specializing the factors by a theta graph and a cycle.

Key Words: Cycle space, cycle basis, Smarandache basis, basis number, strong product.

AMS(2000): 05C38, 05C75.

§1. Introduction

In graph theory, there are many numbers that give rise to a better understanding and interpre-

tation of the geometric properties of a given graph such as the crossing number, the thickness,

the genus, the basis number, etc.. The basis number of a graph is of a particular importance

because MacLane, in [20], made a connection between the number of occurrences of edges of a

graph in its cycle bases and the planarity of a graph; in fact, he proved that a graph is planar

if and only if its basis number is at most 2. For the completeness, it should be mentioned that

a basis B of the cycle space C(G) of a graph G is Smarandachely if each edge of G occurs in at

least 2 of the cycles in B
Product of graphs occur naturally in discrete mathematics as tools in combinatorial con-

structions. They give rise to important classes of graphs and deep structure problems. There

are many graph products in the literature, such as, Cartesian product, strong product, lexico-

graphic product, semi-strong product and semi-composition product. The extensive literature

1Received July 18, 2008. Accepted August 30, 2008.
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on products that has evolved over the years presents a wealth of profound and beautiful results.

This led Imrich and Klavzar to write a whole book on graph products [7].

The main purpose of this paper is to investigate the basis number of the strong product of

a theta graph with a cycle. Our result improves the upper bounds that expected from applying

Jaradat’s theorems.

§2. Definitions and preliminaries

Unless otherwise specified, the graphs considered in this paper are finite, undirected, simple

and connected. For a given graph G, we denote the vertex set of G by V (G) and the edge set

by E(G).

For a given graph G, the set E of all subsets of E(G) forms an |E(G)|-dimensional vector

space over Z2 with vector addition X⊕Y = (X\Y )∪(Y \X) and scalar multiplication 1 ·X = X

and 0 ·X = ∅ for all X,Y ∈ E . The cycle space, C(G), of a graph G is the vector subspace of

(E ,⊕, ·) spanned by the cycles of G. Note that the non-zero elements of C(G) are cycles and

edge disjoint union of cycles. It is known that for a connected graph G the dimension of the

cycle space is the cyclomatic number or the first Betti number

dim C(G) = |E(G)| − |V (G)| + r (1)

where r is the number of components in G.

The first important use of the basis number dates back to MacLane [20] when he made

the connection between the basis number of a graph and the planarity. There after, in 1981,

E. Schmeichel [21] formalized the definition of the basis number of a graph as follows: A basis

B for C(G) is called a cycle basis of G. A cycle basis B of G is called a d-fold if each edge of G

occurs in at most d of the cycles in B. The basis number, b(G), of G is the least non-negative

integer d such that C(G) has a d-fold basis.

Latter on, Schmeichel [21] investigate the basis number of the known classes of graphs such

as the complete graphs Kn and the complete bipartite graphs Kn,m. In fact, he proved that

b(Kn) = 3, for n ≥ 5 and b(Kn,m) = 4 for all n,m ≥ 5 except a few numbers of graphs. Also,

he proved that for any positive integer r, there exists a graph G with b(G) ≥ r. After that, he

joined Banks to prove that the basis number of n-cube is 4 for all n ≥ 7 (see [6])

Since 1992, many researchers were attracted to study the basis number of graph products.

The Cartesian product, �, was studied by Ali and Marougi [3] when they gave the following

result:

Theorem 2.1 (Ali and Marougi) If G and H are two connected disjoint graphs, then b (G�H) ≤
max { b (G) + △ (TH) , b (H) + △ (TG)} where TH and TG are spanning trees of H and G,

respectively, such that the maximum degrees △ (TH) and ∆(TG) are minimum with respect to

all spanning trees of H and G.

Also, Alsardary and Wojciechowski [4] proved that for every d ≥ 1 and n ≥ 2, b(Kd
n) ≤ 9 where

Kd
n is a d times Cartesian product of the complete graph Kn.
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Upper bounds of the strong product, ⊠, were obtained by Jaradat [11], [14] and [15] when

he gave the following results:

Theorem 2.2(Jaradat) Let G be a bipartite graph and H be a graph. Then b(H ⊠ G) ≤
max

{
b(G) + 1, 2∆(G) + b(H) − 1,

⌊
3∆(TH)+1

2

⌋
, b(H) + 2

}
.

Theorem 2.3(Jaradat) Let G be a bipartite graph and C be a cycle. Then b(G⊠C) ≤ 4+b(G).

The lexicographic product of two graphs G and H , G[H ], was studied by Jaradat and

Al-zoubi [17] and Jaradat [13]. They obtained the following results:

Theorem 2.4 (Jaradat and Al-Zoubi) For each two connected graphs G and H, b(G[H ]) ≤
Max{4, 2∆(G) +b(H), 2 + b(G)}.

Theorem 2.5(Jaradat Let G, T1 and T2be a graph, a spanning tree of G and a tree, respectively.

Then, b(G[T2]) ≤ b(G[H ]) ≤ max {5, 4+ 2∆(TGmin) + b(H), 2 + b(G)
}

where TG stands for the

complement graph of a spanning tree T in G and Tmin stands for a spanning tree for G such

that ∆(TGmin) = min{ ∆(TG)|T is a spanning tree of G}.

Ali [1], [2] gave an upper bound for the basis number of the semi-strong product, •, and

the direct product, ×, of some special graphs when he proved that b(Km • Kn) ≤ 9 for any

integers m,n and b(Cn × Cm) = 3 for any two cycles Cn and Cm with n,m ≥ 3. Also the

following upper bound (among other results) were obtained by Jaradat [8], [9], [14] and [18]:

Theorem 2.6(Jaradat) For each bipartite graphs G and H, b(G×H) ≤ 5 + b(G) + b(H).

Theorem 2.7 (Jaradat) For each bipartite graphs G and H,

b(G •H) ≤ max{b(G)+ b(H)+





3, if both of TG and TH are paths,

4, if TH is a path,

5, if TG is a path,

6, if both of TG and TH are not paths.





,∆(TG)+ b(H)}

The wreath product, was studied by Jaradat and Al-Qeyyam (See [5], [12] and [16]).

For completeness, we recall that for any two graphs G and H , the strong product G ⊠

H is the graph with the vertex set V (G ⊠ H) = V (G) × V (H) and the edge set E(G ⊠

H) = {(u1, u2)(v1, v2)|u1v1 ∈ E(G) and u2 = v2 or u1 = v1 and u2v2 ∈ E(H) or u1v1 ∈
E(G) and u2v2 ∈ E(H)}. The Cartesian product G�H is the graph with the vertex set

V (G�H) = V (G)×V (H) and the edge set E(G�H) = {(u1, u2)(v1, v2)|u1v1 ∈ E(G) and u2 =

v2 or u1 = v1 and u2v2 ∈ E(H)}. Also, the direct product G × H is the graph with the

vertex set V (G × H) = V (G) × V (H) and the edge set E(G × H) = {(u1, u2)(v1, v2)|u1v1 ∈
E(G) and u2v2 ∈ E(H)}.

In the rest of this paper, fB(e) stand for the number of elements of B containing the edge

e where B ⊆ C(G).
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§3. The basis number of θn ⊠ Cm

In this section we investigate the basis number of the strong product of theta graphs and cycles.

In fact we show that 3 ≤ b(θn ⊠ Cm) ≤ 4. Throughout this section we assume that 1, 2, . . . , n

and 1, 2 . . . ,m to be the vertices of θn and Cm, respectively.

Definition 3.1 A theta graph θn is defined to be a cycle to which we add a new edge that joins

two non-adjacent vertices. We may assume 1 and δ are the two vertices of θn of degree 3.

Applying Theorem 2.2 for the case H = θn and G to be a cycle of even length Cm, we get

b(θn⊠Cm) ≤ max {2, 5, 3, 4} = 5. Also, applying the same theorem by consideringH = Cm and

G to be a theta graph that contains no odd cycles θn, we get b(Cm ⊠ θn) ≤ max {3, 6, 3, 4} = 6.

Moreover, by specializing G in Theorem 2.3 to θn that contains no odd cycle, then b(θn⊠Cm) ≤
6. However, these upper bounds will be reduced to 4 as we will see in Theorem 3.6. Now, for

this purpose, we consider the following cycles: For each j = 1, 2, . . . ,m− 2, set

A(j)
1 = (1, j)(2, j + 1)(1, j + 2)(δ, j + 1)(1, j),

A(j)
2 = (δ, j)(δ − 1, j + 1)(δ, j + 2)(1, j + 1) (δ, j) ,

and let

A1 =

m−2⋃

j=1

A(j)
1 and A(i)

2 =

m−2⋃

j=1

A(j)
2 .

The following result will be useful in our main result.

Lemma 3.2 Every linear combination of cycles of A1 ∪ A2 contains at least one edge of

{(1, j)(δ, j + 1), (1, j + 1)(δ, j)|1 ≤ j ≤ m− 2}.

Proof Consider O to be a linear combinations of cycles of A1 ∪A(i)
2 . Then

O =

s1⊕

j=1

A(1j)
1 ⊕

s2⊕

j=1

A(2j)
2

where A(1j)
1 ∈ A1, A(2j)

2 ∈ A2, 11 < 12 < · · · < 1s1 and 21 < 22 < · · · < 2s2 . Now, let

t1 = min{11, 21}. We now consider the following two cases.

Case 1. t1 = 11. Then by the definition of A1, A(11)
1 contains the edge (1, 11)(δ, , 11 + 1)

where 11 ≤ m − 2. Since E(A(j)
1 ) ∩ E(A(i)

1 ) = ∅, (1, 11)(δ, , 11 + 1) /∈ A(1j)
1 for each 1 ≤

j ≤ s1. Also, since 11 ≤ 21, (1, 11)(δ, , 11 + 1) /∈ A(2j)
2 for each 1 ≤ j ≤ s2. Therefore,

(1, 11)(δ, , 11 + 1) ∈ O.

Case 2. t1 = 21. Then we argue more or less as in Case 1, to have that (1, 21 +1)(δ, , 21) ∈ O
where 21 ≤ m− 2. �

Now, for j = 1, 2, . . . ,m− 1, consider the following set of cycles:

Kj = (1, j)(δ, j) (1, j + 1) (δ, j + 1)(1, j),
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and let

K =

m−1⋃

j=1

Kj .

Lemma 3.3 Every linear combination of cycles of K contains at least one edge of {(1, j)(δ, j)|1 ≤
j ≤ m− 1}.

Proof Let

O =
s∑

i=1

Kji(mod2)

where Kji ∈ K and j1 < j2 < · · · < js ≤ m− 1. Then by the definition of K,

E(K
j1

) ∩ E(∪si=2Kji ) ⊆ {(1, j1 + 1)(δ, j1 + 1)}.

But, (1, j1)(δ, j1) ∈ E(K
j1

). Hence, (1, j1)(δ, j1) ∈ O. �

Lemma 3.4 Let θn be a graph of order n ≥ 4 and Cm be a cycle of order m ≥ 3. Then

b (θn ⊠ Cm) ≥ 3.

Proof Assume that θn ⊠ Cm has a 2-fold basis B. Since the girth of θn ⊠ Cm is 3, we

have that

3 |B| ≤ 2 |E(θn ⊠ Cm)|
3(3m(n+ 1) + 1) ≤ 2(3m(n+ 1) + nm)

9mn+ 9m+ 3 ≤ 6mn+ 6m+ 2nm

mn+ 3m+ 3 ≤ 0

m(n+ 3) + 3 ≤ 0

which is a contradiction. Hence B(θn ⊠ Cm) is a 3-fold basis. �

The following result of Jaradat and et al. will be needed in our coming result:

Proposition 3.5 (Jaradat and et al)Let A and B be two linearly independent sets of cycles

such that E(A) ∩E(B) subset of an edge set of a forest or an empty set. Then A∪B is linearly

independent.

The following cycles which were introduced in [11] will be used frequently in the coming

results.
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Lab =
{
L(j) = (a, vj)(b, vj+1)(a, vj+1)(a, vj)|j = 1, 2, 3, · · · ,m− 1

}

∪
{
L(n) = (a, vn)(b, v1)(a, v1)(a, vn)

}

Tab =
{
T (j) = (a, vj)(a, vj+1)(b, vj)(a, vj)|j = 1, 2, 3, · · · ,m− 1

}

∪
{
T (n) = (a, vn)(a, v1)(b, vn)(a, vn)

}

Sab =
{
S(j) = (a, vj+1)(b, vj)(b, vj+1)(a, vj+1)|j = 1, 2, 3, · · · ,m− 1

}

∪
{
S(n) = (a, v1)(b, vn)(b, v1)(a, v1)

}
.

Also

Fn =





(a, v1)(b, v2)(a, v3)(b, v4) . . . (a, vn−1)(b, vn)(a, v1) if m is even,

(a, v1)(b, v1)(a, v2)(b, v3) . . . (a, vn−1)(b, vn)(a, v1) if m is odd.

Let

Bab = Lab ∪ Tab ∪ Sab and B∗
ab = Bab − {S(m)} ∪ {Fm}

Moreover, by Theorem 2.6 of [11], we have that

dim C(Cn ⊠ Cm) = 3mn+ 1. (2)

Note that θn ⊠Cm is decomposable into (Cn ⊠Cm) ∪ (1α�Nm) ∪ (1α×Cm) where Nm is the

null graph with vertex set V (Cm). Thus,

dim C(θn ⊠ Cm) = dim C(Cn ⊠ Cm) +m+ 2m, (3)

= 3mn+ 3m+ 1. (4)

Now, we state and prove our main result.

Theorem 3.6 For any graph θn of order n ≥ 4 and cycle Cm of order m ≥ 3, we have

3 ≤ b (θn ⊠ Cm) ≤ 4.

Proof By Lemma 3.4, it is sufficient to exhibit a 4-fold basis, B, for C(θn⊠Cm). According

to the parity of m,n and δ (odd or even), we consider the following cases.

Case 1. m and n are even and δ is odd. Then define

B(θn ⊠ Cm) =

(
n−1⋃

i=1

Baiai+1

)
∪ B∗

ana1
∪ A1 ∪A2 ∪ K ∪ {C} ∪ {C1, C2, C3, C4, C5}

where Baiai+1 and B∗
ana1

are as in above and

C = (1, 1)(2, 2)(3, 1)(4, 2)...(n− 1, 1)(n, 2)(1, 1).

Also,
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C1 = (1,m− 1)(2,m)(3,m)(4,m)... (δ,m) (1,m− 1) .

C2 = (1, 1)(1,m)(δ,m)(1, 1).

C3 = (δ, 1)(δ + 1, 2)(δ, 3)...(δ,m− 1)(1,m) (δ, 1) .

C4 = (1, 1) (2,m) (3, 1) (4,m) ... (δ, 1) (1,m) (2, 1) (3,m) ... (δ,m) (1, 1) .

C5 = (1,m)(2, 1)(3,m)(4, 1)...(δ,m)(1,m).

Let B1 =
⋃n−1
i=1 Baiai+1 ∪B∗

ana1
∪{C}. Note that B1 =B(Cn⊠Cm) is a basis for C(Cn⊠Cm)

(see Theorem 2.6, Case 1 of [11]). Thus, B1 is linearly independent. Note that C5 contains

the edge (δ,m)(1,m) which does not appear in any cycle of B1. Hence, B1 ∪ {C5} is linearly

independent. Now, C2 contains the edge (δ,m)(1, 1) which does not appear in any cycle of

B1 ∪ {C5}. So, B1 ∪ {C5, C2} is linearly independent. Similarly, the cycle C4 contains the edge

(δ, 1)(1,m) which does not appear in any cycle of B1 ∪ ∪{C5, C2}. Thus, B1 ∪ {C2, C4, C5} is

linearly independent. Also, C3 contains the edge (δ,m− 1)(1,m) which does not appear in any

cycle of B1 ∪{C2, C4, C5}. Therefore, B1 ∪{C2, C3, C4, C5} is linearly independent. Finally, C1

contains the edge (1,m− 1)(δ,m) which does not appear in any cycle of B1 ∪ {C2, C3, C4, C5}.
Thus, B1∪{C1, C2, C3, C4, C5} is linearly independent. By Lemma 3.2, any linear combination of

cycles of A1∪A2 contains at least one edge of {(1, j)(δ, j+1), (1, j+1)(δ, j)|1 ≤ j ≤ m−2} which

does not occur in any cycle of B1∪{C1, C2, C3, C4, C5}. Thus, B1∪A1∪A2∪{C1, C2, C3, C4, C5}
is linearly independent. Similarly, by Lemma 3.2, any linear combination of cycles of K contains

at least one edge of {(1, j)(δ, j)|1 ≤ j ≤ m− 1}, which does not occur in any cycle of B1 ∪A1 ∪
A2 ∪ {C1, C2, C3, C4, C5}. Therefore, B(θn ⊠ Cm) is linearly independent. Note that

|B(θn ⊠ Cm)| = |B1| + |K| + |A1| + |A2| +
5∑

i=1

|Ci|

= 3mn+ 1 + |K| + |A1| + |A2| +
5∑

i=1

|Ci|

= 3mn+ 1 + (m− 1) + (m− 2) + (m− 2) + 5

= 3mn+ 3m+ 1

= 3m(n+ 1) + 1

= dim C(θn ⊠ Cm),

where the last equality follows from equation (4). Therefore, B(θn ⊠ Cm) is a basis for C(θn ⊠

Cm). To complete the proof of this case, we show that B(θn ⊠ Cm) is a 3-fold basis. Let

e ∈ E(θn ⊠ Cm). Then 1) if e = (1,m − 1)(2,m), then fB1(e) = 1, fA1∪A2∪K(e) = 0 and

f{Ci}5
i=1

(e) = 1. 2) If e ∈ {(i,m)(i+1,m)|i = 2, 3, . . . ,m−1}, then fB1(e) = 2, fA1∪A2∪K(e) = 0

and f{Ci}5
i=1

(e) = 1. 3) If e = (1,m)(δ,m) or (1, 1)(δ, 1), then fB1(e) = 0, fA1∪A2∪K(e) = 1 and

f{Ci}(e) ≤ 2. 4) If e = (1, 1)(1,m), then fB1(e) = 2, fA1∪A2∪K(e) = 0 and f{Ci}5
i=1

(e) = 1. 5) If

e ∈ {(i, 1)(i+1,m), (i+1, 1)(i,m)|i = 1, 2, . . . , n−1}∪{(1, 1)(n,m), (1,m)(δ, 1)} , then fB1(e) =

0, fA1∪A2∪K(e) = 0 and f{Ci}5
i=1

(e) ≤ 2. 6) If e ∈ {(1, j)(2, j + 1)|j = 1, 2, . . . ,m− 2} ∪ {(δ −
1, j)(δ, j + 1)|j = 1, 2, . . . ,m− 1}, then fB1(e) = 1, fA1∪A2∪K(e) = 1 and f{Ci}5

i=1
(e) = 0. 7) If
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e ∈ {(1, j+1)(2, j), (δ−1, j+1)(δ, j)|j = 1, 2, . . . ,m−1}, then fB1(e) = 2, fA1∪A2∪K(e) = 1 and

f{Ci}5
i=1

(e) = 0. 8) If e = (1,m−1)(δ,m) or (1,m)(δ,m−1), then fB1(e) = 0, fA1∪A2∪K(e) = 1

and f{Ci}5
i=1

(e) = 1. 9) If e ∈ { (1, j)(δ, j+1), (1, j+1)(δ, j)|j = 1, 2, . . . ,m−2}, then fB1(e) = 0,

fA1∪A2∪K(e) ≤ 2 and f{Ci}5
i=1

(e) = 0. 10) If e ∈ { (δ, j)(δ + 1, j + 1), {(δ, j + 1)(δ + 1, j)|j =

1, 2, . . . ,m− 1}, then fB1(e) ≤ 2, fA1∪A2∪K(e) = 0 and f{Ci}5
i=1

(e) ≤ 1. if e is not of the above

form, then fB1(e) ≤ 3, fA1∪A2∪K(e) = 0 and f{Ci}5
i=1

(e) = 0. From all of the above, we have

that fB(θn⊠Cm)(e) ≤ 3.

Case 2. m and δ are even and n is odd. Then define

B(θn ⊠ Cm) =

(
n−1⋃

i=1

Baiai+1

)
∪ B∗

ana1
∪ A1 ∪A2 ∪ K ∪ {C∗, C1, C2, C3, C4, C5}

where

C∗ = (1, 1)(2, 2)(3, 1)(4, 2) . . . (n, 1)(1, 1)

and Baiai+1 ,B∗
ana1

, A1,A2,K, C1, C2 and C3 are as defined in Case 1 and

C4 = (1, 1)(2,m)(3, 1)(4,m)...(δ,m)(1, 1),

C5 = (1,m)(2, 1)(3,m)(4, 1)...(δ, 1)(1,m).

By the same argument as in Case 1 of Theorem 2.6 of [11], we show that
(⋃n

i=1 Baiai+1

)
∪

B∗
ana1

∪ {C∗} is linearly independent. Following, more or less, the same proof of Case 1 by

replacing C with C∗, we can show that B(θn ⊠ Cm) is a 4-fold basis for C(θn ⊠ Cm).

Case 3. m,n and δ are even. Then we define

B(θn ⊠ Cm) =

(
n−1⋃

i=1

Baiai+1

)
∪ B∗

ana1
∪A1 ∪ A2 ∪ K ∪ {C,C1, C2, C3, C4, C5},

where Baiai+1 ,B∗
ana1

, A1,A2,K, C1, C2, C3, C4 and C5 are as defined in Case 2 and C is as in

Case 1. By following, word by word, the proof of Case 2 after replacing C∗ by C we get that

B(θn ⊠ Cm) is a 4-fold basis.

Case 4. m is even and δ and n are odd. By relabeling the vertices of θn in the opposite

direction, we get a similar case to Case 2.

Case 5. m is odd and n and δ are even. Then we define

B(θn ⊠ Cm) =

(
n−1⋃

i=1

Baiai+1

)
∪ B∗

ana1
∪ A1 ∪A2 ∪ K ∪ {C} ∪ {C1, C2, C3, C4, C5}

where Baiai+1 , B∗
ana1

and C are as defined in Case 1. Also, A1, A2, K, C2, C4, C5, are as in

Case 3, and

C1 = (1,m)(2,m)(3,m)(4,m− 1) (5,m) (6,m− 1) ... (δ,m− 1) (1,m),

C3 = (1,m− 1)(2,m)(3,m− 1)(4,m)...(δ,m)(1,m− 1).
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Let B1 =
⋃n−1
i=1 Baiai+1 ∪B∗

ana1
∪ {C}. Note that B1 =B(Cn ⊠ Cm) is a basis for

C(Cn ⊠ Cm) (see Theorem 2.6 Case 2 of [11]). Thus, B1 is linearly independent. Note that

E(B1) ∩ E(C4) = {(1, 1)(2,m), (2,m)(3, 1), . . . , (δ − 1, 1)(δ,m)} which is an edge set of a path.

Thus, by Proposition 3.5, B1∪{C4} is linearly independent. Similarly, E(B1∪{C4})∩E(C5) =

{(1,m)(2, 1), (2, 1)(3,m), . . . , (δ− 1,m)(δ, 1)} which is an edge set of a path. Thus, by Proposi-

tion 3.5, B1 ∪{C4, C5} is linearly independent. Also, E(B1 ∪{C4, C5})∩E(C2) = {(1,m)(1, 1),

(1, 1)(δ,m)} which is an edge set of a forest. Thus, B1 ∪ {C2, C4, C5} is linearly independent.

Now, since E(C1) ∩ E(C3) = ∅ and

E(C1 ∪C3) ∩ E(B1 ∪ {C2, C4, C5}) = {(i,m− 1)(i+ 1,m)|1 ≤ i ≤ δ − 1} ∪
{(i,m)(i+ 1,m− 1)|2 ≤ i ≤ δ − 1} ∪ {(1,m)(2,m), (2,m)(3,m)},

which is an edge set of a tree, we have that B1 ∪ {C1, C2, C3, C4, C5} is linearly independent.

Now, by a similar argument as in Case 1, we can show that B(θn ⊠ Cm) is a 4-fold basis.

Case 6. m and n are odd and δ is even. Then we define

B(θn ⊠ Cm) =

(
n−1⋃

i=1

Baiai+1

)
∪ B∗

ana1
∪ A1 ∪ A2 ∪ K ∪ {C∗, C1, C2, C3, C4, C5},

where Baiai+1 ,B∗
ana1

, A1,A2,K, C1, C2, C3, C4 and C5 are as defined in Case 5 and C∗ is as in

Case 2. To this end, we use the same argument as in Case 5 to show that B(θn ⊠ Cm) is a

4-fold basis.

Case 7. m,n and δ are odd. Then we define

B(θn ⊠ Cm) =

(
n−1⋃

i=1

Baiai+1

)
∪ B∗

ana1
∪ A1 ∪ A2 ∪ K ∪ {C∗, C1, C2, C3, C4, C5},

where Baiai+1 ,B∗
ana1

are as defined above,K,A1, A2 ad C2 are as in Case 5 and C∗ is as in Case

2. Also, we set,

C1 = (1,m− 1)(2,m)(3,m− 1)(4,m)... (δ − 1,m) (δ,m) (1,m− 1),

C3 = (1,m)(2,m− 1)(3,m)(4,m− 1)... (δ − 1,m− 1) (δ,m− 1) (1,m),

C4 = (1,m)(2,m)(3, 1)(4,m)(5, 1)...(δ, 1)(1,m),

C5 = (1, 1)(2, 1)(3,m)(4, 1)(5,m)...(δ,m)(1, 1).

As in Case 2, we can see that B1 =
(⋃n−1

i=1 Baiai+1

)
∪B∗

anA
(i)
1

∪C∗ is linearly independent.

Now, the cycle C1 contains the edge (δ,m) (1,m− 1) which does not appear in any cycle of B1.

Hence B1∪{C1} is linearly independent. Also, C4 contains the edge (δ, 1) (1,m) which does not

appear in any cycle of B1 ∪ {C1}. Thus, B1 ∪ {C1, C4} is linearly independent. C5 contains the

edge (1, 1) (δ,m) which does not appear in any cycle of B1 ∪ {C1, C4}. So, B1 ∪ {C1, C4, C5} is

linearly independent. C2 contains the edge (1,m) (δ,m) which does not appear in any cycle of

B1∪{C1, C4, C5}. Hence B1∪{C1, C2, C4, C5} is linearly independent. Finally, C3 contains the
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edge (1,m) (δ,m− 1) which does not appear in any cycle of B1 ∪ {C1, C2, C4, C5}. Therefore,

B1 ∪ {C1, C2, C3, C4, C5} is linearly independent. To this end, to complete this case, we use

the same argue as in Case 1.

Case 8. m and δ are odd and n is even. By relabeling the vertices of θn in the opposite

direction, we get a similar case to Case 7. �

By noting that Cm ⊠ θn is isomorphic to θn ⊠ Cm, we get the following result:

Corollary 3.1 For any graph θn of order n ≥ 4 and cycle Cm of order m ≥ 3, we have

3 ≤ b (Cm ⊠ θn) ≤ 4.
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Abstract: A regular curve in Minkowski space-time, whose position vector is composed

by Frenet frame vectors on another regular curve, is called a Smarandache Curve. In this

paper, we define a special case of such curves and call it Smarandache TB2 Curves in the

space E4
1. Moreover, we compute formulas of its Frenet apparatus according to base curve

via the method expressed in [3]. By this way, we obtain an another orthonormal frame of

E4
1.
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§1. Introduction

In the case of a differentiable curve, at each point a tetrad of mutually orthogonal unit vectors

(called tangent, normal, first binormal and second binormal) was defined and constructed,

and the rates of change of these vectors along the curve define the curvatures of the curve in

Minkowski space-time [1]. It is well-known that the set whose elements are frame vectors and

curvatures of a curve, is called Frenet Apparatus of the curves.

The corresponding Frenet’s equations for an arbitrary curve in the Minkowski space-time

E4
1 are given in [2]. A regular curve in Minkowski space-time, whose position vector is composed

by Frenet frame vectors on another regular curve, is called a Smarandache Curve. We deal with

a special Smarandache curves which is defined by the tangent and second binormal vector

fields. We call such curves as Smarandache TB2 Curves. Additionally, we compute formulas

of this kind curves by the method expressed in [3]. We hope these results will be helpful to

mathematicians who are specialized on mathematical modeling.

§2. Preliminary notes

To meet the requirements in the next sections, here, the basic elements of the theory of curves

in the space E4
1 are briefly presented. A more complete elementary treatment can be found in

the reference [1].

Minkowski space-time E4
1 is an Euclidean space E4 provided with the standard flat metric

given by

1Received August 16, 2008. Accepted September 2, 2008.
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g = −dx2
1 + dx2

2 + dx2
3 + dx2

4,

where (x1, x2, x3, x4) is a rectangular coordinate system in E4
1 .

Since g is an indefinite metric, recall that a vector v ∈ E4
1 can have one of the three

causal characters; it can be space-like if g(v, v) > 0 or v = 0, time-like if g(v, v) < 0 and null

(light-like) if g(v, v)=0 and v 6= 0. Similarly, an arbitrary curve α = α(s) in E4
1 can be locally

be space-like, time-like or null (light-like), if all of its velocity vectors α′(s) are respectively

space-like, time-like or null. Also, recall the norm of a vector v is given by ‖v‖ =
√

|g(v, v)|.
Therefore, v is a unit vector if g(v, v) = ±1. Next, vectors v, w in E4

1 are said to be orthogonal

if g(v, w) = 0. The velocity of the curve α(s) is given by ‖α′(s)‖ .
Denote by {T (s), N(s), B1(s), B2(s)} the moving Frenet frame along the curve α(s) in

the space E4
1 . Then T,N,B1, B2 are, respectively, the tangent, the principal normal, the first

binormal and the second binormal vector fields. Space-like or time-like curve α(s) is said to be

parametrized by arclength function s, if g(α′(s), α′(s)) = ±1.

Let α(s) be a curve in the space-time E4
1 , parametrized by arclength function s. Then for

the unit speed space-like curve α with non-null frame vectors the following Frenet equations

are given in [2]:




T ′

N ′

B′
1

B′
2




=




0 κ 0 0

−κ 0 τ 0

0 −τ 0 σ

0 0 σ 0







T

N

B1

B2



, (1)

where T,N,B1 and B2 are mutually orthogonal vectors satisfying equations

g(T, T ) = g(N,N) = g(B1, B1) = 1, g(B2, B2) = −1.

Here κ, τ and σ are, respectively, first, second and third curvature of the space-like curve α.

In the same space, in [3] authors defined a vector product and gave a method to establish the

Frenet frame for an arbitrary curve by following definition and theorem.

Definition 2.1 Let a = (a1, a2, a3, a4), b = (b1, b2, b3, b4) and c = (c1, c2, c3, c4) be vectors in

E4
1 . The vector product in Minkowski space-time E4

1 is defined by the determinant

a ∧ b ∧ c = −

∣∣∣∣∣∣∣∣∣∣∣

−e1 e2 e3 e4

a1 a2 a3 a4

b1 b2 b3 b4

c1 c2 c3 c4

∣∣∣∣∣∣∣∣∣∣∣

, (2)

where e1, e2, e3 and e4 are mutually orthogonal vectors (coordinate direction vectors) satisfying

equations

e1 ∧ e2 ∧ e3 = e4 , e2 ∧ e3 ∧ e4 = e1 , e3 ∧ e4 ∧ e1 = e2 , e4 ∧ e1 ∧ e2 = −e3.



Smarandache Curves in Minkowski Space-time 53

Theorem 2.2 Let α = α(t) be an arbitrary space-like curve in Minkowski space-time E4
1 with

above Frenet equations. The Frenet apparatus of α can be written as follows;

T =
α′

‖α′‖ , (3)

N =
‖α′‖2

.α′′ − g(α′, α′′).α′

∥∥∥‖α′‖2 .α′′ − g(α′, α′′).α′
∥∥∥
, (4)

B1 = µN ∧ T ∧B2, (5)

B2 = µ
T ∧N ∧ α′′′

‖T ∧N ∧ α′′′‖ , (6)

κ =

∥∥∥‖α′‖2
.α′′ − g(α′, α′′).α′

∥∥∥
‖α′‖4 (7)

τ =
‖T ∧N ∧ α′′′‖ . ‖α′‖∥∥∥‖α′‖2 .α′′ − g(α′, α′′).α′

∥∥∥
(8)

and

σ =
g(α(IV ), B2)

‖T ∧N ∧ α′′′‖ . ‖α′‖ , (9)

where µ is taken −1 or +1 to make +1 the determinant of [T,N,B1, B2] matrix.

§3. Smarandache Curves in Minkowski Space-time

Definition 3.1 A regular curve in E4
1, whose position vector is obtained by Frenet frame vectors

on another regular curve, is called a Smarandache Curve.

Remark 3.2 Formulas of all Smarandache curves’ Frenet apparatus can be determined by the

expressed method.

Now, let us define a special form of Definition 3.1.

Definition 3.3 Let ξ = ξ(s) be an unit space-like curve with constant and nonzero curvatures

κ, τ and σ; and {T,N,B1, B2} be moving frame on it. Smarandache TB2 curves are defined

with

X = X(sX) =
1√

κ2(s) + σ2(s)
(T (s) +B2(s)). (10)

Theorem 3.4 Let ξ = ξ(s) be an unit speed space-like curve with constant and nonzero cur-

vatures κ, τ and σ and X = X(sX) be a Smarandache TB2 curve defined by frame vectors of

ξ = ξ(s). Then
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(i) The curve X = X(sX) is a space-like curve.

(ii) Frenet apparatus of {TX , NX,B1X , B2X , κX , τX , σX} Smarandache TB2 curve X =

X(sX) can be formed by Frenet apparatus {T,N,B1, B2, κ, τ, σ} of ξ = ξ(s).

Proof Let X = X(sX) be a Smarandache TB2 curve defined with above statement. Dif-

ferentiating both sides of (10), we easily have

dX

dsX

dsX
ds

=
1√

κ2(s) + σ2(s)
(κN + σB1). (11)

The inner product g(X ′, X ′) follows that

g(X ′, X ′) = 1, (12)

where ′ denotes derivative according to s. (12) implies that X = X(sX) is a space-like curve.

Thus, the tangent vector is obtained as

TX =
1√

κ2(s) + σ2(s)
(κN + σB1). (13)

Then considering Theorem 2.1, we calculate following derivatives according to s:

X ′′ =
1√

κ2 + σ2
(−κ2T − τσN + κτB1 + σ2B2). (14)

X
′′′

=
1√

κ2 + σ2
[κτσT + (−κ3 − κτ2)N + (σ3 − τ2σ)B1 + κτσB2]. (15)

X
(IV )

=
1√

κ2 + σ2
[(...)T + (...)N + (...)B1 + (σ4 − τ2σ2)B2]. (16)

Then, we form

‖X ′‖2
.X ′′ − g(X ′, X ′′).X ′ =

1√
κ2 + σ2

[−κ2T − τσN + κτB1 + σB2]. (17)

Equation (17) yields the principal normal of X as

NX =
−κ2T − τσN + κτB1 + σB2√

−κ4 + τ2σ2 + κ2τ2 + σ2
. (18)

Thereafter, by means of (17) and its norm, we write first curvature

κX =

√
−κ4 + τ2σ2 + κ2τ2 + σ2

κ2 + σ2
. (19)

The vector product TX ∧NX ∧X ′′′ follows that

TX ∧NX ∧X ′′′ =
1

A





[κσ(κ2 + σ2)(τ2 − σ)T + κτσ2(κ2 + σ)N

−κ2τσ(κ2 + σ)B1 + κτ(κ2 + σ2)(κ2 + τ2)B2]



 , (20)

where, A = 1√
(−κ4+τ2σ2+κ2τ2+σ2)(κ2+σ2)

. Shortly, let us denote TX ∧ NX ∧ X ′′′ with l1T +

l2N + l3B1 + l4B2. And therefore, we have the second binormal vector of X = X(sX) as

B2X = µ
l1T + l2N + l3B1 + l4B2√

−l21 + l22 + l23 + l24
. (21)
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Thus, we easily have the second and third curvatures as follows:

τX =

√
(−l21 + l22 + l23 + l24)(κ

2 + σ2)

−κ4 + τ2σ2 + κ2τ2 + σ2
, (22)

σX =
σ2(σ2 − τ2)

(κ2 + σ2)
√

−l21 + l22 + l23 + l24
. (23)

Finally, the vector product NX ∧ TX ∧B2X gives us the first binormal vector

B1X = µ
1

L





[(κσl3 − σ2l2 − τ(κ2 + σ2)l4]T − σ(κ2l4 + σl1)N

+κ(κ2l4 + σl1)B1 + [κ2(σl2 − κ2l3) + τl1(κ
2 + σ2)]B2



 , (24)

where L = 1√
(−l21+l22+l23+l

2
4)(κ2+σ2)(−κ4+τ2σ2+κ2τ2+σ2)

. �

Thus, we compute Frenet apparatus of Smarandache TB2 curves.

Corollary 3.1 Suffice it to say that {TX , NX,B1X , B2X} is an orthonormal frame of E4
1 .
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§1. Introduction

An n× n nonnegative matrix A = (aij) is said to be Smarandachely primitive if Ak > 0 for at

least two integers k > 0 and primitive if for some integers k > 0. The least such integer k is

called the Smarandache exponent or exponent ofA and denoted by γS(A) and γ(A), respectively.

The associated graph of symmetric matrix A, denoted by G(A), is the graph with a vertex set

V (G(A)) = {1, 2, · · · , n} such that there is an edge from i to j in G(A) if and only if aij > 0.

A graph G is called to be primitive if there exists an integer k > 0 such that for all ordered

pairs of vertices i, j ∈ V (G)(not necessarily distinct), there is a walk from i to j with length

k.The least such k is called the exponent of G, denoted by γ(G). Clearly,a symmetric matrix

A is primitive if and only if its associated graph G(A) is primitive. And in this case, we have

γ(A) = γ(G(A)). By this reason as above, we shall employ graph theory as a major tool and

consider γ(G(A)) to prove our results.

Let SEn be the exponent set of n×n symmetric primitive matrices. In 1986,Shao[4] proved

SEn = {1, 2, · · · , 2n−2}\S, where S is the set of all odd numbers among [n,2n-2] and gave the

characterization of the matrix with exponent 2n− 2. In 1990,Wang[5] gave the characterization

of the matrix with exponent 2n− 4. In 1991, Li[6] obtained the characterization with exponent

1Supported by the Priority Discipline of Beijing Normal University and NNSFC ( 10271017).
2Received July 16, 2008. Accepted September 6, 2008.
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2n−6. In 1995, Cai and Zhang[7] derived the complete characterization of symmetric primitive

matrices with exponent 2n− 2r(≥ n). In 2003, Cai and Wang[8] got the characterization with

exponent n− 1. In 2004,Cai[9] characterized the matrix with exponent n − 2. The purpose of

this paper is to go further into the problem and give the complete characterization of symmetric

primitive matrices with exponent n− 3.

§2. Some lemmas on γ(G)

For convenience, We will narrate the lemmas with graph theory below.

Lemma 2.1[4] G is a primitive graph iff G is connected and has odd cycles.

The local exponent from vertex u to v, denoted by γ(u, v), is the least integer k such that

there exists a walk of length l from u to v for all l ≥ k.We denote γ(u, u) by γ(u) for short.

Lemma 2.2[4] If G is a primitive graph, then

γ(G) = max
u,v∈V (G)

γ(u, v).

We denote by P (u, v) the shortest walk from u to v in G. The length of P (u, v) is called

the distance between u and v, denoted by dG(u, v). The diameter of G is defined as

diam(G) = max
u,v∈V (G)

dG(u, v).

Let G1 and G2 be two subgraphs of G.P (G1, G2) denotes the shortest walk between G1

and G2.Its length

dG(G1, G2) = min{dG(u, v) | u ∈ V (G1), v ∈ V (G2)}.

Lemma 2.3[9] Let G be a primitive graph,and let u, v ∈ V (G). If there are two walks from u

to v with length k1 and k2, respectively,where k1 + k2 ≡ 1(mod ),then

γ(u, v) ≤ max{k1, k2} − 1.

Let u, v ∈ V (G),we name the walk from u to v with different parity length to dG(u, v) a

dissimilar walk, denoted by W (u, v). The shortest (u, v)-dissimilar walk is called the primitive

walk between u and v, denoted by Wr(u, v), its length is denoted by b(u, v) [9].

Lemma 2.4[8] If G is a primitive graph, then

γ(u, v) = b(u, v) − 1.

Therefore,

γ(G) = max
u,v∈V (G)

b(u, v) − 1.

Lemma 2.5[8] Let G be a primitive graph, then
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(i) γ(u, v) ≥ dG(u, v);

(ii) γ(u, v) ≡ dG(u, v)(mod 2);

(iii) γ(G) ≥ diam(G),and γ(G) ≡ diam(G)(mod 2).

Lemma 2.6[8] Suppose G is the primitive graph with order n. If there are u, v ∈ V (G) such

that γ(u, v) = γ(G), then for any odd cycle C in G we have

|V (P (u, v)) ∩ V (C)| ≤ n− γ(G).

Apparently, any (u, v)-dissimilar walk is inevitably correlative with some odd cycle. And for

any odd cycle C, there is a (u, v)-dissimilar walk correlative with C, we denote it by W (u, v, C).

Therefore, there must be some smallest odd cycle C0 such that Wr(u, v) = W (u, v, C0). We

call C0 a (u, v)-primitive cycle or the primitive cycle of P (u, v). If there exists a (u, v)-shortest

path which intersects with its primitive cycle C0, then we can choose some (u, v)-shortest path,

denoted by P (u, v) might as well, such that their intersected vertexes can be arranged on a

path.Set p = |V (P (u, v))∩V (C0)|,then p ≤ min{n−γ(G), [n2 ], 1
2 (|C0|−1)}. Ulteriorly, we have

γ(u, v) = γ(u, v, C0)

= dG(u,C0) + |P (C0)| + dG(v, C0) − 1

= dG(u, v) + |C0| − 2(p− 1) − 1,

where P (C0) denotes the left part of C0 which deletes the part in common with P (u, v). If the

(u, v)-shortest path has at most one intersected vertex with its primitive cycle C0, there must

be w ∈ V (C0) such that dG(u,C0) = dG(u,w) and dG(v, C0) = dG(v, w). Further we have

γ(u, v) = γ(u, v, C0)

= dG(u,C0) + |C0| + dG(v, C0) − 1

= dG(u,w) + |C0| + dG(v, w) − 1.

§3. Constructions of graphs

Let G be a primitive graph with order n. If there exists a vertex w ∈ V (G) such that γ(w) =

γ(G), we call G a graph of the first type, otherwise a graph of the second type. Firstly, we define

a class of graphs Nn−3 as follows:

Denote the set Nn−3 = N (1)
n−3 ∪ N (3)

n−3 ∪ · · · ∪ N (n−2)
n−3 ,where N (d)

n−3(1 ≤ d ≤ n− 2, d ≡
1(mod 2), n ≡ 1(mod 2)) are defined as follows.

Let n = 2r + 3 and K = (V,E) be a graph, where the vertex set V =
⋃

0≤i≤r

Vi with

Vi ∩ Vj = φ(0 ≤ i < j ≤ r) and Vk = {ul,k | l = 1, 2, · · · , r + 3}(k = 0, 1, · · · , r),the edge set

E = E1∪E2 with E1 = {uv | u ∈ Vi, v ∈ Vi+1, 0 ≤ i ≤ r − 1} and E2 = {uv | u, v ∈ Vr}. For any

odd number d such that 1 ≤ d ≤ n− 2, let t = r− 1
2 (d−1). We put the path Pt = u1,0u1,1 · · ·u1,t

and the cycle Cd = u1,tu1,t+1 · · ·u1,ru2,r · · ·u2,t+1u1,t,and set K(d) = Pt ∪ Cd which we call it

a structural graph. Let the set of induced subgraphs with order n of K which contain K(d) be
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K(d). For any N ∈ K(d), we denote the spanning subgraph of N which contains subgraph K(d)

by N(d), and define the set of graphs N (d) as:

N (d) = {N(d) | N ∈ K(d), 1 ≤ d ≤ n− 2, d ≡ 1(mod 2)}.

We mark the graphs of N (d) with N (d)
n−3 which satisfy the following qualifications:

(1) diam(N(d)) ≤ n− 3;

(2) For any odd number d′ > d, there doesn’t exist the graph K(d′) in N(d);

(3) Let x be the vertex of N(d) such that dN(d)
(x,Cd) > t, then there must exist a odd

cycle C such that:

2dN(d)
(x,C) + |C| ≤ n− 2.

Let ui ∈ V (P (x,Cd)) ∩ Pt(i ≤ t) be the vertex with the smallest subscript. If C is the odd

cycle which doesn’t intersect with K(d) and has at most one intersected vertex with P (x, ui)(The

shortest path from C to P (x, ui) is denoted by P (w, z), where w ∈ V (P (x, ui)) and z ∈ V (C).

And it suggests that C and P (x, ui) has only one vertex in common if w = z), and such that

2dN(d)
(w, z) + |C| is as small as possible, then

(i) if |C| + d = 4 and dN(d)
(x, ui) + dN(d)

(w, z) + |C| = t+ 3, then we must have

2dN(d)
(w, z) + |C| 6= 2(t− i) + d.

(ii) if |C| = d = 1 and dN(d)
(x, ui) + dN(d)

(w, z) = t+ 1, then we must have

dN(d)
(w, z) 6= t− i.

(iii) if |C| = d = 1 and dN(d)
(x, ui) + dN(d)

(w, z) = t+ 2, then we must have

|dN(d)
(w, z) − (t− i)| ≥ 6.

Another class of graphs Mn−3 is defined as follows:

Let n − 3 = m + 2r, then n − 3 ≡ m(mod 2). Let T = (U,F ) be a graph, where the

vertex set U =
⋃

0≤i≤r

Ui with Ui ∩ Uj = φ(0 ≤ i < j ≤ r) and Ui = {ui,k | k = 0, 1, · · · , n −

1}(i = 0, 1, 2, · · · , r), the edge set F = F1 ∪ F2 ∪ F3 with F1 = {ui,juk,l | j + l + i + k ≡
1(mod 2)},F2 = {uv | u, v ∈ Ur} and F3 = {uv | u ∈ Ur−1, v ∈ Ur}.We defined the set of graphs

Mn−3 = M(0)
n−3 ∪M(1)

n−3 ∪M(2)
n−3 ∪M(3)

n−3 as follows:

(i) Construction of M(0)
n−3: Let d0, d1 be the odd numbers such that 1 ≤ d0, d1 ≤ 5 and

2 ≤ d0 + d1 ≤ 6,and t0, t1 be the positive numbers such that 2r + 1 = 2t0 + d0 ≤ 2t1 + d1

and m + t0 + t1 + d0 + d1 ≤ n+ 1. We put the path P0 = u0,ju1,j · · ·ut0,j and the path

P1 = u0,iu1,i · · ·ut1,i(0 ≤ h ≤ i < j ≤ m+ h ≤ n− 1). Let Cd0 be the cycle with length

d0 which has only one intersected vertex ut0,j with P0, while Cd1 be the cycle with length

d1 which has only one intersected vertex ut1,i with P1 and doesn’t intersect with Cd0 . Put

Kd0,d1 = P (u0,h, u0,m+h) ∪ P0 ∪ P1 ∪ C0 ∪ C1, and call it a structural graph. Let V (d0, d1) =

V1(d0, d1)∪V2(d0, d1), where V1(d0, d1) = V (Kd0,d1) with |V1(d0, d1)| = m+t0+t1+d0+d1−1 ≤
n,and V2(d0, d1) ⊆ U \ V1(d0, d1) with |V2(d0, d1)| = t0 + 3 − t1 − d1 ≤ 2. Therefore, we have
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|V (d0, d1)| = n. We choose the connected subgraph Td0,d1 of T [V (d0, d1)] to form the set of

graphs M(0)
n−3, where Td0,d1 satisfies that:

(1) diam(Td0,d1) ≤ n− 3;

(2) V (Td0,d1) = V (d0, d1), and E(Kd0,d1) ⊆ E(Td0,d1);

(3) there doesn’t exist a path P2 and an cycle Cd2 such that 2t2 + d2 < 2t0 + d0 and they

have only one common vertex ut2,l,where P2 = u0,lu1,l · · ·ut2,l with length t2 > 0 and Cd2 is an

odd cycle with length d2;

(4) if there exist a (xa,j , yb,i)-path with length p = t0 + 4 − t1 − d1 ≤ 3 which connects

P0 ∪ C0 to P1 ∪C1 in Td0,d1 − E(Kd0,d1), where 0 ≤ a ≤ t0 and 0 ≤ b ≤ t1, then we have

a+ b+ p > j − i, a+ b + i+ j ≡ p(mod 2),

and

(2t0 + d0) − (2t1 + d1) − (p+ i− j) ≤ a− b ≤ p+ i− j;

(5) if there exists a vertex x in Td0,d1 such that dTd0,d1
(x,C0) ≥ t0 and dTd0,d1

(x,C1) ≥
t0 + 1

2 (d0 − d1), there must exist an odd cycle C such that

2dTd0,d1
(x,C) + |C| < m+ 2r + 1.

(ii) Construction of M(1)
n−3: Let m+ 2t0 + 3 = n, t0 ≥ 0. Let Ct0 = u0,i · · ·ut0,iut0,i+2 · · ·

u1,i+2u0,i(0 ≤ h ≤ i ≤ m+ h ≤ n− 1), then |Ct0 | = 2t0 + 1(Ct0 is a loop on u0,i if

t0 = 0). Put the graph Km,t0 = P (u0,h, u0,m+h) ∪ Ct0 , and call it a structural graph. Let

V (m, t0) = V1(m, t0) ∪ V2(m, t0), where V1(m, t0) = V (Km,t0) and V2(m, t0) ⊆ U \ V1(m, t0)

with |V2(m, t0)| = 2. We choose the connected subgraph Tm,t0 of T [V (m, t0)] to form the set

of graphs M(1)
n−3, where Tm,t0 satisfies that:

(1) diam(Tm,t0) ≤ n− 3;

(2) V (Tm,t0) = V (m, t0), and E(Km,t0) ⊆ E(Tm,t0);

(3) neither does there exist an odd cycle with length 2t0 + 1 that has only one intersected

vertex with P (u0,h, u0,m+h), nor does there exist an odd cycle Cd with length d such that

2t+ d < 2t0 + 1 in Tm,t0 , where t = dTm,t0
(P (u0,h, u0,m+h), Cd) > 0;

(4) if there exists a (ub,i, ua,i+2)-path with length p ≤ 3 which divides up Ct0 in Tm,t0 −
E(Km,t0), where 0 ≤ a, b ≤ t0, then a, b must satisfy that:if a+ b ≡ p(mod 2), then |a− b| ≤ p;

if a+ b + 1 ≡ p(mod 2), then a+ b+ p ≥ 2t0 + 1;

(5) if there exists a vertex x in Tm,t0 such that dTm,t0
(x,Ct0 ) ≥ 1

2m, there must be an odd

cycle C such that

2dTm,t0
(x,C) + |C| < m+ 2r + 1;

(iii) Construction of M(2)
n−3: Let m + 2t0 + 3 = n, t0 ≥ 0. We put the cycle Ct0 =

u0,i · · ·ut0,izut0,i+1 · · ·u0,i+1u0,i(0 ≤ h ≤ i < i + 1 ≤ m+ h ≤ n− 1), where z = ut0+1,i or

ut0+1,i+1,then |Ct0 | = 2t0 + 3. Put Km,t0 = P (u0,h, u0,m+h) ∪ Ct0 , and we call it a structural

graph. Let V (m, t0) = V1(m, t0) ∪ V2(m, t0), where V1(m, t0) = V (Km,t0) and V2(m, t0) ⊆
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U \ V1(m, t0) with |V2(m, t0)| = 1. We choose the connected subgraph Tm,t0 of T [V (m, t0)] to

form the set of graphs M(2)
n−3,where Tm,t0 satisfies that:

(1) diam(Tm,t0) ≤ n− 3;

(2) V (Tm,t0) = V (m, t0), and E(Km,t0) ⊆ E(Tm,t0);

(3) neither does there exist an odd cycle with length less than 2(t0 + q) − 1 which have

q(1 ≤ q ≤ 2) intersected vertexes with P (u0,h, u0,m+h), nor does there exist an odd cycle Cd

with length d such that 2t+ d < 2t0 + 1 in Tm,t0 , where t = dTm,t0
(P (u0,h, u0,m+h), Cd) > 0;

(4) if there exists a (ub,i, ua,i+1)-path with length p ≤ 2 that divides up Ct0 in Tm,t0 −
E(Km,t0), where 0 ≤ a, b ≤ t0 + 1, then a, b must satisfy that: if a + b ≡ p(mod 2), then

a+ b+ p ≥ 2t0 + 2; if a+ b+ 1 ≡ p(mod 2),then |a− b| ≤ p+ 1;

(5) if there exists a vertex x in Tm,t0 such that dTm,t0
(x,Ct0 ) ≥ 1

2m− 1, there must be an

odd cycle C such that

2dTm,t0
(x,C) + |C| < m+ 2r + 1.

(iv) Construction of M(3)
n−3: Let m + 2t0 + 1 = n, t0 ≥ 0. We put the cycle Ct0 =

u0,k−1 · · ·ut0,k−1ut0,k+1 · · ·u0,k+1u0,ku0,k−1(0 ≤ h ≤ k − 1 < k + 1 ≤ m+ h ≤ n− 1), then

|Ct0 | = 2t0 + 3. Put Km,t0 = P (u0,h, u0,m+h) ∪ Ct0 , and call it a structural graph. Put

V (m, t0) = V (Km,t0). We choose the connected subgraph Tm,t0 of T [V (m, t0)] to form the set

of graphs M(3)
n−3, where Tm,t0 satisfies that:

(1) diam(Tm,t0) ≤ n− 3;

(2) V (Tm,t0) = V (m, t0),and E(Km,t0) ⊆ E(Tm,t0);

(3) neither does there exist an odd cycle with length less than 2(t0 + q) − 3 which have

q(1 ≤ q ≤ 3) intersected vertexes with P (u0,h, u0,m+h), nor does there exist an odd cycle Cd

with length d such that 2t+ d < 2t0 + 1 in Tm,t0 , where t = dTm,t0
(P (u0,h, u0,m+h), Cd) > 0;

(4) if there exist an edge ub,k−1ua,k+1 that divides up Ct0 in Tm,t0 − E(Km,t0), where

0 ≤ a, b ≤ t0, then a, b must satisfy that:

a+ b ≡ 1(mod 2), |a− b| ≤ 3;

if there exists an edge vkxa(or vkyb) that divides up Ct0 in Tm,t0−E(Km,t0), where 1 ≤ a ≤ t0(or

1 ≤ b ≤ t0), then a(or b) must satisfy that: a = 2(or b = 2), or a = 1(or b = 1)(iff t0 = 1);

(5) if there exists a vertex x in Tm,t0 such that dTm,t0
(x,Ct0 ) ≥ 1

2m− 2, there must exist

an odd cycle C such that

2dTm,t0
(x,C) + |C| < m+ 2r + 1.

§4. Main results and proofs

Theorem 4.1 G is a graph with order n of the first type with γ(G) = n− 3 iff G ∈ Nn−3.

Proof For the necessity, suppose G is a graph with order n of the first type with γ(G) =

n− 3. Then there must be a vertex u0 and an odd cycle C in G such that

γ(u0) = γ(u0, C) = γ(G) = n− 3.
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We choose u0 and C such that d = |C| is as great as possible, and denote C = Cd. Note that

γ(G) = γ(u0) ≡ dG(u0, u0)(mod 2), dG(u0, u0) = 0,

we set γ(G) = 2r. So we get n = 2r + 3.

Let t = dG(u0, Cd),then

γ(u0) = 2t+ d− 1 = 2r = n− 3.

Thus we get

n = 2t+ d+ 2, t = r − 1

2
(d− 1), 1 ≤ d ≤ 2r + 1.

We put the path Pt = P (u0, Cd) = u0u1 · · ·ut, the cycle Cd = utut+1 · · ·ut+d−1ut, and let

V1(t, d) = V (Pt ∪ Cd), V2(t, d) = V (G) \ V1(t, d),

E1(t, d) = E(Pt ∪ Cd), E2(t, d) = E(G) \ E1(t, d).

Thus

n1 = |V1(t, d)| = t+ d, n2 = |V2(t, d)| = t+ 2.

It suggests above that there is a structural graph K(d) = Pt ∪ Cd in G.To testify that G ∈
N (d)
n−3 ⊂ Nn−3,we shall prove that: (a) G meets the construct qualifications of N (d)

n−3, and (b)

G is a subgraph of K.

(a) Note that diam(G) ≤ γ(G) = n− 3, then the first construct qualification meets.By the

choose of Cd, there doesn’t exist the structural graph K(d′)(d
′ is an odd number with d′ > d)

in G, thus the second qualification meets. Suppose that there exists a vertex x such that

dG(x,Cd) > t, then

γ(x,Cd) = 2dG(x,Cd) + d− 1 > 2t+ d− 1 = n− 3.

If 2dG(x,C) + |C| > n− 2 for any odd cycle C which is different from Cd in G, we can get

γ(x,C) = 2dG(x,C) + |C| − 1 > n− 3.

Thus we get a contradiction

γ(G) ≥ γ(x) > n− 3 = γ(G).

Let ui ∈ V (P (x,Cd)) ∩ Pt(i ≤ t) be the vertex with the smallest subscript. Then P (x, ui)

is a shortest path from C to Pt. Let C be the odd cycle which doesn’t intersect with K(d)

and has at most one intersected vertex with P (x, ui)(The shortest path from C to P (x, ui) is

denoted by P (w, z), where w ∈ V (P (x, ui)) and z ∈ V (C). It suggests that C and P (x, ui) have

only one vertex in common if w = z), and such that 2dN(d)
(w, z) + |C| is as small as possible.

Note that

γ(x, u0, C) ≤ dG(u, u0) + 2dG(w, z) + |C| − 1,

γ(x, u0, Cd) ≤ dG(u, u0) + 2dG(ui, ut) + d− 1,



The Characterization of Symmetric Primitive Matrices with exponent n− 3 63

we then have

γ(x, u0, C) + γ(x, u0, Cd)

= 2(dG(u, u0) + dG(ui, ut) + dG(w, z) + |C| + d− 1) − (d+ |C|).

(1) Suppose that |C| + d = 4. If dG(x, ui) + dG(w, z) + |C| = t+ 3 and 2dG(w, z) + |C| =

2(t− i) + d, then we have

γ(x, u0, C) = γ(x, u0, Cd)

and

dG(x, ui) + dG(w, z) + |C| − 1 = t+ 2 = |V2(d)|.

Therefore,

dG(x, u0) + dG(w, z) + dG(ui, ut) + |C| + d− 1 = n.

Thus we get

γ(x, u0, C) + γ(x, u0, Cd) = 2n− 4 = 2(n− 2)

and

γ(x, u0, C) = γ(x, u0, Cd) = n− 2.

(2) Suppose that |C| = d = 1. If dG(x, ui) + dG(w, z) = t + 1 and dG(w, z) = t− i. Then

we have

γ(x, u0, C) = γ(x, u0, Cd)

and

dG(x, ui) + dG(w, z) + |C| − 1 = t+ 1 = |V2(d)| − 1.

Therefore,

dG(x, u0) + dG(w, z) + dG(ui, ut) + |C| + d− 1 = n− 1.

Thus we get

γ(x, u0, C) + γ(x, u0, Cd) = 2(n− 1) − 2 = 2(n− 2)

and

γ(x, u0, C) = γ(x, u0, Cd) = n− 2.

(3) Suppose that |C| = d = 1.If dG(x, ui) + dG(w, z) = t + 2 and |dG(w, z) − t− i| < 6.

Then we have

|γ(x, u0, C) − γ(x, u0, Cd)| < 6,

and

dG(x, ui) + dG(w, z) + |C| − 1 = t+ 2 = |V2(d)|.

Therefore,

dG(x, u0) + dG(w, z) + dG(ui, ut) + |C| + d− 1 = n.

Thus we get

γ(x, u0, C) + γ(x, u0, Cd) = 2n− 2 = 2(n− 1).
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Note that

γ(x, u0, C) ≡ γ(x, u0, Cd)(mod 2).

Hence we get

min{γ(x, u0, C), γ(x, u0, Cd)} ≥ n− 2.

The three cases lead to a common contradiction

γ(x, u0) = min{γ(x, u0, C), γ(x, u0, Cd)} ≥ n− 2.

So the third qualification meets.

(b) Let

V (G) = U0 ∪ U1 ∪ · · · ∪ Ur−1 ∪ Ur,

where

Ui = {u | dG(u0, u) = i, u ∈ V (G)},
Ur = {u | dG(u0, u) ≥ r, u ∈ V (G)},

(i = 0, 1, · · · , r − 1).

Then G[Ui](i = 0, 1, · · · , r− 1) must be a null graph. Otherwise, there must be some odd cycle

in G′ = G[U0 ∪ U1 ∪ · · · ∪Ur−1]. Let C be the odd cycle such that dG(u0, C) + 1
2 (|C| − 1) is as

small as possible in G′. Then we have

dG(u0, C) +
1

2
(|C| − 1) < r.

This implies a contradiction

γ(u0) ≤ γ(u0, C) = 2dG(u0, C) + |C| − 1 < 2r = n− 3 = γ(u0).

Note that |Ui| ≥ 1(i = 0, 1, · · · , r). Then we have

|Ui| ≤ 2r + 3 − r = r + 3.

So we can assert that G is a subgraph of K. Therefore, G ∈ N (d)
n−3 ⊂ Nn−3.

For the sufficiency, without loss of generality, we let G ∈ N (d)
n−3 with 1 ≤ d ≤ n− 2 and

d ≡ 1(mod 2). It is obvious that G is connected and has K(d) = Pt ∪Cd as its structural graph.

In the following argument, we shall prove two results:

(1) γ(u0) = n− 3

Clearly, we have

γ(u0, Cd) = 2dG(u0, Cd) + |Cd| − 1 = 2t+ d− 1 = n− 3.

Hence we have n = 2t+ d+ 2. Put

n1 = |V1(d)| = |V (Pt ∪ Cd)| = t+ d,

and

n2 = |V2(d)| = |V (G) \ V1| = t+ 2.
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If there is an odd cycle C in G such that γ(u0, C) < n − 3 = 2r, then 2dG(u0, C) +

|C| − 1 < 2r, i.e. dG(u0, C) + 1
2 (|C| − 1) < r. This implies that G[U ′] contains the odd cycle

C,where U ′ = {u‖ dG(u0, u) < r, u ∈ V (G)}. Because the induced subgraph K[V ′] of K about

V ′ = {u‖ dK(u0, u) < r, u ∈ V (K)} is bipartite, its subgraph G[U ′] doesn’t contain any odd

cycles,a contradiction. So we have γ(u0) = n− 3.

(2) ∀ u, v ∈ V (G), γ(u, v) ≤ n− 3

It is obvious that γ(u) ≤ n− 3 for any vertex in G. In what follows, it suffices to prove

γ(u, v) ≤ n− 3 for any two distinct vertexes u and v in V (G).

If dG(u,Cd) + dG(v, Cd) ≤ 2t, We can easily get γ(u, v) ≤ n− 3. So we put dG(u,Cd) +

dG(v, Cd) > 2t, and without loss of generality we let dG(u,Cd) > t,then there must be an odd

cycle C in G such that 2dG(u,C)+ |C| ≤ n− 2. Suppose that V (P (u,C))∩V (Pt) 6= φ, let w ∈
V (P (u,C)) ∩ V (Pt) be the first vertex along P (u,C) from u to C, then dG(u,w) > dG(u0, w).

We then have

γ(u0) ≤ γ(u0, C) ≤ 2(dG(u0, w) + dG(w,C)) + |C| − 1

< 2(dG(u,w) + dG(w,C)) + |C| − 1

= 2dG(u,C) + |C| − 1 ≤ n− 3 = γ(u0),

a contradiction. Therefore P (u,C) doesn’t intersect with Pt.

Let M be the component with u of G[V2(d)] in G, we shall complete our arguments in the

following three cases:

(I) V (C) ∩ V (Cd) 6= φ

By the connectivity of G and |V2| = t + 2, we have dG(u,Cd) = t + 1 or t + 2 which

correspond to the following six cases.

(a) dG(u,Cd) = t+ 2, dG(v, Cd) = t− 1

If v ∈ V (Pt), we have

γ(u, v) ≤ γ(u, v, Cd) ≤ dG(u,Cd) + dG(v, Cd) + |Cd| − 2

= (t+ 2) + (t− 1) + d− 2 = 2t+ d− 1 = n− 3.

If v ∈ V (P (u,C)), we have

γ(u, v) ≤ γ(u, v, C) = dG(u,C) + dG(v, C) + |C| − 1

< 2dG(u,C) + |C| − 1 ≤ n− 3.

(b) dG(u,Cd) = t+ 2, dG(v, Cd) = t

If v ∈ V (Pt),note that P (u,C) has no intersected vertex with Pt, we then have

|V (P (u, v) ∪ V (Cd)| = 2t+ d+ 2 = n.

Hence the odd cycle C such that 2dG(u,C)+ |C| ≤ n− 2 must be a loop on P (u, v), this means

|C| = 1. So we get

γ(u, v) ≤ γ(u, v, C) = dG(u, v) + |C| − 1

= dG(u, v) ≤ diam(G) ≤ γ(G).
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If v ∈ V (P (u,C)), we have

γ(u, v) ≤ γ(u, v, C) = dG(u,C) + dG(v, C) + |C| − 1

< 2dG(u,C) + |C| − 1 ≤ n− 3.

(c) dG(u,Cd) = t+ 2, dG(v, Cd) = t+ 1

This suggests that v ∈ V (P (u,C)), i.e. uv ∈ E(P (u,C)), hence we have

γ(u, v) ≤ γ(u, v, C) = dG(u,C) + dG(v, C) + |C| − 1

< 2dG(u,C) + |C| − 1 ≤ n− 3.

(d) dG(u,Cd) = t+ 1, dG(v, Cd) = t

The argument is similar to (a).

(e) dG(u,Cd) = t+ 1, dG(v, Cd) = t+ 1

Let uw ∈ E(P (u,C)),there must be vw ∈ E(G) \ (E(Kd) ∪E(P (u,C))). Hence we have

γ(u, v) ≤ γ(u, v, C) ≤ dG(u,C) + dG(v, C) + |C| − 1

= 2dG(u,C) + |C| − 1 ≤ n− 3.

(f) dG(u,Cd) = t+ 1, dG(v, Cd) = t+ 2

The argument is similar to (c).

(II) V (C) ∩ V (Cd) = φ, V (C) ∩ V (Pt) 6= φ

Let ui, uj ∈ V (C)∩ V (Pt) be the vertexes with the smallest and biggest subscripts respec-

tively, where i ≤ j ≤ t− 1. By the construct qualification (2), we have

2d(u0, ui) + |C| > 2d(u0, ut) + d,

i.e.
1

2
(|C| − 1) ≥ t− i+

1

2
(d+ 1).

By d(u,Cd) ≥ t+ 1, we have

d(u,C) +
1

2
(|C| − 1) + (t− j) ≥ t+ 1,

i.e.

d(u,C) +
1

2
(|C| − 1) ≥ j + 1.

Hence,

d(u, c) + |C| − (j − i+ 1) ≥ t+ 1 +
1

2
(d+ 1).

In addition, notice that |V2(d)| = t+ 2. We have

d(u,C) + |C| − (j − i+ 1) ≤ t+ 2.

So we have

t+ 1 +
1

2
(d+ 1) ≤ d(u, c) + |C| − (j − i+ 1) ≤ t+ 2.
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This means

d = 1, |C| = 2t− 2i+ 3,

and

d(u,C) = i+ j − t(i+ j ≥ t).

If v ∈ V (M), it is obvious that

γ(u, v) < γ(u,C) ≤ γ(G).

If v /∈ V (M), clearly we have

γ(u, v) ≤ γ(u, u0) ≤ γ(u, u0, C) ≤ d(u,C) + d(u0, C) +
1

2
(|C| − 1)

= (i+ j − t) + i+ (t− i+ 1) = i+ j + 1 < γ(G).

(III) V (C) ∩ V (Cd) = φ, V (C) ∩ V (Pt) = φ

Let ui ∈ V (P (u,Cd))∩V (Pt)(i ≤ t) be the vertex with the smallest subscript, then P (u, ui)

is the shortest path from u to Pt. We shall discuss in the two following cases.

(a) Suppose C and P (u, ui) have at least two intersected vertexes. Then |C| ≥ 3.

Let v ∈ V (M).If P (u,C) intersects with P (v, C), then we have

γ(u, v) ≤ γ(u, v, C)

≤ 2 max{d(u,C), d(v, C)} + |C| − 1

≤ 2(|V2(d)| − |C|) + |C| − 1

= 2t− |C| + 3 ≤ 2t ≤ γ(G).

If P (u,C) doesn’t intersect with P (v, C), then we have

γ(u, v) ≤ γ(u, v, C) ≤ |V2(d)| − 1 = t+ 1 ≤ γ(G).

Let v /∈ V (M) and |V ′

1 | = |V1(d) \ V (P (u0, ui))| ≥ 2. Then we have

γ(u, v) ≤ γ(u, v, C) ≤ n− |V ′

1 | − 1 ≤ n− 3 = γ(G).

If |V ′

1 | = 1, it means that i = t − 1 and d = 1. Note that d(u,Cd) ≥ t+ 1, we have

d(u, ui) ≥ i+ 1 = t. Note that |V2(d)| = t + 2, |C| ≥ 3,we have |C| ≤ 5: if |C| = 3, there

must be only two intersected vertexes of C and P (u, ui); if |C| = 5, there must be just three

intersected vertexes of C and P (u, ui). Thus we can easily have

γ(u, v) ≤ γ(u, u0, C) ≤ 2t ≤ γ(G).

(b) Suppose that there is at most one intersected vertex of C and P (u, ui). Let P (w, z)

be the shortest path from C to P (u, ui), where w ∈ V (P (u, ui)) and z ∈ V (C)(w = z suggests

that there is only one intersected vertex of C and P (u, ui)).

Let v ∈ V (M). If P (u,C) doesn’t intersect with P (v, C), we have

γ(u, v) ≤ γ(u, v, C) ≤ |V2(d)| − 1 = t+ 1 ≤ γ(G).
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If P (u,C) intersects with P (v, C), note that 2d(u,C) + |C| ≤ 2t+ d, we then have

d(u,C) ≤ t+
1

2
(d− |C|).

If d(v, C) < t+ 2 − |C|, i.e. d(v, C) + |C| − 1 ≤ t, we have

γ(u, v) ≤ γ(u, v, C) ≤ d(u,C) + d(v, C) + |C| − 1

≤ (t+
1

2
(d− |C|)) + t ≤ 2t+ d− 1 = γ(G).

If d(v, C) ≥ t+ 2 − |C|, note that d(v, C) + |C| ≤ |V2(d)| = t+ 2, we then have

d(v, C) = t+ 2 − |C|.

Now it is clear that u is just on P (v, C) and d(v, Cd) ≥ t + 1. So there must be an odd cycle

C′ such that

2d(v, C′) + |C′| ≤ 2t+ d.

If C′ is a loop on P (u, v), we then have

γ(u, v) ≤ d(u, v) ≤ diam(G) ≤ γ(G).

Otherwise, C′ doesn’t intersect with P (u, v). This suggests that d(u,C′) ≤ d(v, C′). Hence we

have

γ(u, v) ≤ γ(v, C′) ≤ γ(G).

If |C′| ≥ 3,then C′ must intersects with C. Similarly, d(u,C′) ≤ d(v, C′). So we have

γ(u, v) ≤ γ(v, C′) ≤ γ(G).

Let v /∈ V (M). Note that

γ(u, u0, C) = d(u, u0) + 2d(w, z) + |C| − 1,

γ(u, u0, Cd) = d(u, u0) + 2d(ui, ut) + d− 1,

we have

γ(u, u0, C) + γ(u, u0, Cd)

= 2(d(u, u0) + d(ui, ut) + d(w, z) + |C| + d− 1) − (d+ |C|).

If d+ |C| ≥ 6, we have

γ(u, u0) = min{γ(u, u0, C), γ(u, u0, Cd)} ≤ n− 3.

Therefore, we get

γ(u, v) ≤ γ(u, u0) ≤ γ(G).

In what follows, it suffices to discuss the case such that |C| + d ≤ 4.

Suppose that |C| + d = 4 and d(u, ui) + d(w, z) + |C| ≤ t+ 2, we have

d(u, ui) + d(w, z) + |C| − 1 ≤ t+ 1 = |V2(d)| − 1,
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i.e.

d(u, u0) + d(ui, ut) + d(w, z) + |C| + d− 1 ≤ n− 1.

Hence we have

γ(u, u0, C) + γ(u, u0, Cd) ≤ 2(n− 1) − 4 = 2(n− 3).

This suggests that

min{γ(u, u0, C), γ(u, u0, Cd)} ≤ n− 3.

Suppose that d(u, ui) + d(w, z) + |C| ≥ t+ 3, note that

d(u, ui) + d(w, z) + |C| − 1 ≤ |V2(d)| = t+ 2,

we then have

d(u, ui) + d(w, z) + |C| − 1 = |V2(d)|,

i.e.

d(u, u0) + d(ui, ut) + d(w, z) + |C| + d− 1 = n.

Hence

γ(u, u0, C) + γ(u, u0, Cd) ≤ 2n− 4 = 2(n− 2).

By the construction of the G, we have

2d(w, z) + |C| 6= 2(t− i) + d,

i.e.

γ(u, u0, C) 6= γ(u, u0, Cd).

This suggests that

min{γ(u, u0, C), γ(u, u0, Cd)} ≤ n− 3.

Suppose that |C| = d = 1 and d(u, ui) + d(w, z) ≤ t, we then have

d(u, ui) + d(w, z) + |C| − 1 = t = |V2(d)| − 2,

i.e.

d(u, u0) + d(ui, ut) + d(w, z) + |C| + d− 1 ≤ n− 2.

We then have

γ(u, u0, C) + γ(u, u0, Cd) ≤ 2(n− 2) − 2 = 2(n− 3).

Thus we have

min{γ(u, u0, C), γ(u, u0, Cd)} ≤ n− 3.

Suppose that d(u, ui) + d(w, z) ≥ t+ 1. Note that

d(u, ui) + d(w, z) + |C| − 1 ≤ |V2(d)| = t+ 2,
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we then have

t+ 1 ≤ d(u, ui) + d(w, z) ≤ t+ 2.

If d(u, ui) + d(w, z) = t+ 1, we thus get

d(u, u0) + d(ui, ut) + d(w, z) + |C| + d− 1 = n− 1.

It means that

γ(u, u0, C) + γ(u, u0, Cd) = 2(n− 1) − 2 = 2(n− 2).

Note that d(w, z) 6= t− i, we have

γ(u, u0, C) 6= γ(u, u0, Cd).

We therefore get

min{γ(u, u0, C), γ(u, u0, Cd)} ≤ n− 3.

Suppose that d(u, ui) + d(w, z) = t+ 2, then we have

d(u, u0) + d(ui, ut) + d(w, z) + |C| + d− 1 = n.

Hence

γ(u, u0, C) + γ(u, u0, Cd) = 2n.

If |d(w, z) − t− i| > 6, we then get

|γ(u, u0, C) − γ(u, u0, Cd)| > 6.

This suggests that

min{γ(u, u0, C), γ(u, u0, Cd)} ≤ n− 3.

From those as above, we can easily get

γ(u, v) ≤ γ(u, u0) ≤ γ(G).

Hence, ∀ u, v ∈ V (G), we have γ(u, v) ≤ n− 3. �

Theorem 4.2 G is a graph with order n of the second type with γ(G) = n− 3 iff G ∈ Mn−3.

Proof For the sufficiency, ∀ G ∈ Mn−3, we have γ(G) = n − 3 and γ(w) < γ(G) for all

w ∈ V (G) by a direct verification.

Now for the necessity, suppose G is a graph of order n of the second type with γ(G) = n−3.

Then there must be two distinct vertexes u and v and an odd cycle C0 such that

γ(u, v) = γ(u, v, C0) = γ(G) = n− 3.

We put the path P (u, v) = v0v1 · · · vm, where v0 = u and vm = v with n − 3 ≡ m(mod 2).

Without loss of generality,we set

n− 3 = m+ 2r, d0 = |C0| ≡ 1(mod 2).
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Suppose that C is an odd cycle in G, then we have

|V (P (u, v)) ∩ V (C)| ≤ n− γ(G) = 3.

In the following, we shall complete our arguments in four cases.

(I) Suppose that any odd cycle doesn’t intersect with any (u, v)-shortest path in G, then we

have

t0 = dG(P (u, v), C0) > 0.

By the equation γ(u, v) = γ(u, v, C0), we can easily get

n = m+ 2t0 + d0 + 2.

We put the path P0 = P (P (u, v), C0) = x0x1 · · ·xt0 , where x0 = vj and xt0 ∈ V (C0). Set

V1 = V (P (u, v)) ∪ V (C0) ∪ V (P0), V2 = V (G) \ V1,

then we have

|V1| = m+ t0 + d0, |V2| = t0 + 2.

Suppose that the odd cycles C1 and C2 satisfy the following qualifications respectively.

γ(u) = γ(u,C1), γ(v) = γ(v, C2).

If V (P (u,C1)) ∩ V (P0) 6= φ and V (P (v, C2)) ∩ V (P0) 6= φ, it is clear that

γ(u,C1) = γ(u,C0), γ(v, C2) = γ(v, C0).

Hence

γ(u) = γ(u,C0) = 2dG(u,C0) + d0 − 1 = 2dG(u, xt0) + d0 − 1 < n− 3,

γ(v) = γ(v, C0) = 2dG(v, C0) + d0 − 1 = 2dG(v, xt0) + d0 − 1 < n− 3.

Thus we get

γ(G) = γ(u, v) = γ(u, v, C0) = dG(u, xt0) + dG(v, xt0 ) + d0 − 1

< n− 3 = γ(G),

a contradiction. So we assume V (P (u,C1)) ∩ V (P0) = φ without loss of generality. Suppose

vi ∈ V (P (u,C1))∩V (P (u, v)) is the intersected vertex with the biggest subscript, put the path

P1 = P (P (u, v), C1) = y0y1 · · · yt1 with d1 = |C1| and t1 = dG(vi, C1), where y0 = vi and

yt1 ∈ V (C1). Then we have V (P0) ∩ V (P1) = φ(i < j) and

t1 ≤ t1 + d1 − 1 ≤ |V2| ≤ t0 + 2.

By the choose of P (u, v) and C0, we have

2t0 + d0 ≤ 2t1 + d1.
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Hence

2t1 + 2d1 − 6 + d0 ≤ 2t0 + d0 ≤ 2t1 + d1 ≤ 2t0 + 5.

So we get

2 ≤ d0 + d1 ≤ 6, |t0 − t1| ≤ 2.

Set Kd0,d1 = P (u, v) ∪ P0 ∪ P1 ∪ C0 ∪ C1, then we have

|V (Kd0,d1)| = m+ t0 + t1 + d0 + d1 − 1 ≤ n,

and

|V (G) \ V (Kd0,d1)| = t0 + 3 − t1 − d1 ≤ 2.

It is easy to verify that G meets the first three construct qualifications (1),(2) and (3) of Td0,d1 .

We shall prove that G meets the other qualifications:

Suppose there exists a (xa, yb)-path with length p which connects P0 ∪ C0 to P1 ∪ C1 in

G−E(Kd0,d1), where 0 ≤ a ≤ t0 and 0 ≤ b ≤ t1. Clearly,p = t0 + 4− t1 − d1 ≤ 3. Because any

odd cycle doesn’t intersect with the (u, v)-shortest path P (u, v), then we have

a+ b+ p > j − i, a+ b + i+ j ≡ p(mod 2),

and

dG(v0, vi) + dG(vi, yb) + p + dG(xa, vj) + dG(vj , vm) + 2dG(xa, xt0) + |C0| − 1

≥ γ(u, v),

and

dG(v0, vi) + dG(vi, yb) + p + dG(xa, vj) + dG(vj , vm) + 2dG(yb, yt1) + |C1| − 1

≥ γ(u, v).

Hence we have

i+ b+ p+ a+m− j + 2(t0 − a) + d0 − 1 ≥ m+ 2t0 + d0 − 1,

and

i+ b+ p+ a+m− j + 2(t1 − b) + d1 − 1 ≥ m+ 2t0 + d0 − 1.

Therefore,we get

(2t0 + d0) − (2t1 + d1) − (p+ i− j) ≤ a− b ≤ p+ i− j.

The qualification (4) thus meets.

Suppose that there exists a vertex x in G such that dG(x,C0) ≥ t0 and dG(x,C1) ≥
t0 + 1

2 (d0 − d1), then we can conclude that

γ(x,C0) ≤ γ(G), γ(x,C1) ≤ γ(G).

Hence there must be an odd cycle C in G such that

γ(x) = γ(x,C) < γ(G),
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i.e.

2dG(x,C) + |C| − 1 < n− 3 = m+ 2r.

The fifth qualification (5) meets.

Clearly, G ⊆ T , then we have G ∈ M(0)
n−3.

(II) Suppose that there exists an odd cycle C and a path P (u, v) in G such that |V (P (u, v))∩
V (C)| = 1, but for any odd cycle C′ and any (u, v)-shortest path P ′(u, v), |V (P ′(u, v)) ∩
V (C′)| ≥ 2 doesn’t come into existence. Without loss of generality, we assume that C is the

smallest odd cycle which meets the above qualifications, and V (P (u, v))∩ V (C) = {vi}. Hence

n− 3 = γ(u, v) ≤ γ(u, v, C) = m+ |C| − 1 = |V (P (u, v) ∪C)| − 1 ≤ n− 1.

Note that n − 3 ≡ m(mod 2), we have m + |C| = n − 2 or m + |C| = n. Suppose

that m + |C| = n, then we can assert that C isn’t a primitive cycle of P (u, v), and V (G) =

V (P (u, v)) ∪ V (C). Note that

m = dG(u, v) ≤ γ(u, v) = n− 3,

then we have |C| ≥ 3. Suppose that the odd cycles C1 and C2 satisfy the following equations

respectively:

γ(u) = γ(u,C1), γ(v) = γ(v, C2).

If both C1 and C2 intersect with C, clearly we have

γ(u,C1) = γ(u,C), γ(v, C2) = γ(u,C).

It is easy to verify

max{γ(u,C), γ(v, C)} ≥ γ(G),

a contradiction. Hence, we assume that C1 doesn’t intersect with C without loss of generality.

Therefore, C1 must intersect with P (u, v), and C1 is a loop on vi of P (u, v)(without loss of

generality,we set i < j). This contradicts the choose of C.Hence,m+ |C| 6= n. Therefore,we set

m+ |C| = n− 2. We then have

n− 3 = γ(u, v) = γ(u, v, C).

We might as well put the cycle C = C0 = y0 · · · yt0xt0 · · ·x1y0, where y0 = vi. Thus, we have

|C| = 2t0 + 1, n = m+ 2t0 + 3.

We put the graph Km,t0 = P (u, v)∪C0. It is obvious that its order is n− 2. It is easy to verify

that G meets the first three construct qualifications (1), (2) and (3) of Tm,t0 . We shall prove

that G meets the other qualifications:

Suppose that there is a (xa, yb)-path with length p which divides up C0 in G− E(Km,t0),

where 0 ≤ a, b ≤ t0.Clearly,p ≤ 3. Note that any odd cycle in G has only one intersected vertex

with the (u, v)-shortest path, and C0 is the smallest odd cycle which has only one intersected

vertex with P (u, v):
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If a+ b + 1 ≡ p(mod 2), then we have

dG(vi, xa) + dG(vi, yb) + p ≥ |C0|,

i.e.

a+ b+ p ≥ 2t0 + 1.

If a+ b ≡ p(mod 2), then we have

dG(v0, vm) + 2dG(xa, vi) + |C0| − dG(xa, vi) − dG(vi, yb) + p− 1 ≥ γ(u, v)

and

dG(v0, vm) + 2dG(vi, yb) + |C0| − dG(xa, vi) − dG(vi, yb) + p− 1 ≥ γ(u, v),

i.e.

m+ a+ 2t0 − b+ p ≥ m+ 2t0

and

m+ b+ 2t0 − a+ p ≥ m+ 2t0.

Hence, |a− b| ≤ p, and the fourth qualification (4) comes into existence.

Suppose there exists a vertex x in G such that dG(x,C0) ≥ 1
2m, then we have γ(x,C0) ≥

γ(G). Therefore, there must be an odd cycle C such that

γ(x) = γ(x,C) < γ(G),

i.e.

2dG(x,C) + |C| − 1 < n− 3 = m+ 2r.

The fifth qualification (5) comes into existence.

Clearly, G ⊆ T , then we have G ∈ M(1)
n−3.

(III) Suppose that there exists an odd cycle C and a path P (u, v) in G such that |V (P (u, v))∩
V (C)| = 2, but for any odd cycle C′ and any (u, v)-shortest path P ′(u, v), |V (P ′(u, v)) ∩
V (C′)| ≥ 3 doesn’t come into existence. Without loss of generality, we assume that C is the

smallest odd cycle satisfying the above qualifications, and V (P (u, v))∩ V (C) = {vi, vj(i < j)}.
Clearly, j = i+ 1. Hence, we have

n− 3 = γ(u, v) ≤ γ(u, v, C) = i+ (m− j) + |C| − 2

= m+ |C| − 3 = |V (P (u, v) ∪ C)| − 2 ≤ n− 2.

Note that n− 3 ≡ m(mod 2). We have γ(u, v) = γ(u, v, C). Hence, C is a (u, v)-primitive

cycle, where n = m+ |C|. We might as well put the cycle C = C0 = y0 · · · yt0zxt0 · · ·x0y0,where

y0 = vi and x0 = vi+1. Hence, we have

|C0| = 2t0 + 3, n = m+ 2t0 + 3.

We put the graph Km,t0 = P (u, v)∪C0. It is obvious that its order is n− 1. It is easy to verify

that G meets the first three construct qualifications (1),(2) and (3) of Tm,t0 . We shall prove

that G meets the other qualifications:
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Suppose that there exists a (xa, yb)-path with length p which divides up C0 in G−E(Km,t0),

where 0 ≤ a, b ≤ t0.Clearly,p ≤ 2. Note that any odd cycle has at most two intersected

vertexes with any (u, v)-shortest path in G, and C0 is the smallest odd cycle which has just two

intersected vertexes with P (u, v).

(a) If a+ b+ 1 ≡ p(mod 2), then we have

dG(v0, vm) + 2dG(vj , xa) + |C0| − dG(vj , xa) − dG(vi, yb) − dG(vi, vj) + p− 1

≥ γ(u, v)

and

dG(v0, vm) + 2dG(vi, yb) + |C0| − dG(vj , xa) − dG(vi, yb) − dG(vi, vj) + p− 1

≥ γ(u, v).

Hence, we have

m+ a+ 2t0 − b+ p+ 1 ≥ m+ 2t0

and

m+ b+ 2t0 − a+ p+ 1 ≥ m+ 2t0.

Therefore, we have

|a− b| ≤ p+ 1.

(b) If a + b ≡ p(mod 2), because C0 is the the smallest odd cycle which has just two

intersected vertexes with P (u, v), we have

dG(vj , xa) + dG(vi, yb) + dG(vi, vj) + p ≥ |C0|.

We thus get

a+ b+ p ≥ 2t0 + 2.

Suppose that there exists a (z, xa)-path(or (z, yb)-path) with length p in G − E(Km,t0)

which divides up C0, where 0 ≤ a, b ≤ t0. Clearly, p ≤ 2. If a+ t0 + 1 ≡ p(mod 2), note that

C0 is the smallest odd cycle which has just two intersected vertexes with P (u, v), then we have

dG(vj , xa) + p+ dG(z, yt0) + dG(yt0 , vi) + dG(vi, vj) ≥ |C0|.

We thus get

a+ p ≥ t0 + 1.

If a+ t0 ≡ p(mod 2), then we have

dG(v0, vm) + 2dG(xa, vj) + (p+ dG(xa, xt0) + dG(z, xt0)) − 1 ≥ γ(u, v),

i.e.

m+ 2a+ (p+ t0 − a+ 1) − 1 ≥ m+ 2t0.

We then get

a+ p ≥ t0.
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Using analogous argument, we can get the corresponding restrained qualifications for b. Hence

the fourth construct qualification (4) comes into existence.

Suppose that there exists a vertex x in G such that dG(x,C0) ≥ 1
2m − 1, then we have

γ(x,C0) ≥ γ(G). Hence, there must exist some odd cycle C such that

γ(x) = γ(x,C) < γ(G),

i.e.

2dG(x,C) + |C| − 1 < n− 3 = m+ 2r.

The fifth qualification (5) thus comes into existence.

Clearly, G ⊆ T , then we have G ∈ M(2)
n−3.

(IV) Suppose that there exists an odd cycle C and a path P (u, v) in G such that |V (P (u, v))∩
V (C)| = 3. Without loss of generality,we assume that C is the smallest odd cycle which

meets the above qualifications, where V (P (u, v)) ∩ V (C) = {vi, vk, vj(i < k < j)}. Clearly,

j = k + 1, i = k − 1. Hence,we have

n− 3 = γ(u, v) ≤ γ(u, v, C) = i+ (m− j) + |C| − 3

= m+ |C| − 5 = |V (P (u, v) ∪ C)| − 3 ≤ n− 3.

Therefore, we have

γ(u, v) = γ(u, v, C), |V (P (u, v)) ∪ V (C)| = |V (G)| = n.

We might as well put the cycle C = C0 = y0y1 · · · yt0xt0 · · ·x1x0wy0, where y0 = vk−1, w = vk

and x0 = vk+1. Hence, we have

|C0| = 2t0 + 3, n = m+ 2t0 + 1.

We put the graphKm,t0 = P (u, v)∪C0. It is easy to verify that G meets the first three construct

qualifications (1), (2) and (3) of Tm,t0 . We shall prove that G meets the other qualifications:

Suppose that there exists an edge xayb in G−E(Km,t0) which divides C0, where 0 ≤ a, b ≤
t0. Note that C0 is the smallest odd cycle which has just three intersected vertexes with the

(u, v)-shortest path P (u, v), then we have a+ b ≡ 1(mod 2). In addition, we have

dG(v0, vm) + 2dG(xa, vj) + |C0| − dG(xa, vj) − dG(vi, vj) − dG(vi, yb)

≥ γ(u, v)

and

dG(v0, vm) + 2dG(vi, yb) + |C0| − dG(xa, vj) − dG(vi, vj) − dG(vi, yb)

≥ γ(u, v).

Hence, we have

m+ a+ 2t0 − b+ 1 ≥ m+ 2t0 − 2

and

m+ b+ 2t0 − a+ 1 ≥ m+ 2t0 − 2.
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We thus get |a− b| ≤ 3.

Suppose that there exists an edge vkxa in G − E(Km,t0) which divides up C0, where

1 ≤ a ≤ t0.

If a is an odd number, then we have

dG(v0, vm) − dG(vk, vj) + 1 + dG(vj , xa) − 1 ≥ γ(u, v),

i.e.

m− 1 + 1 + a− 1 ≥ m+ 2t0 − 2.

Thus, we have a ≥ 2t0 − 1. Therefore, we have t0 = 1, a = 1.

If a is an even number, then we have

dG(v0, vm) − dG(vi, vk) + |C0| − dG(vj , xa) − dG(vi, vj) + dG(vk, xa) − 1

≥ γ(u, v),

i.e.

m− 1 + (2t0 + 3) − a− 2 + 1 − 1 ≥ m+ 2t0 − 2,

We thus get a ≤ 2. Hence, we have a = 2.

Suppose that there is an edge vkyb in G − E(Km,t0) which divides C0, where 1 ≤ b ≤ t0.

Using an analogous argument, we have b = 2, or b = 1 (iff t0 = 1). Hence, the fourth

qualification (4) comes into existence.

Suppose that there is a vertex x in G such that dG(x,C) ≥ 1
2m−2, then we have γ(x,C) ≥

γ(G). Therefore, there must be an odd cycle C such that

γ(x) = γ(x,C) < γ(G),

i.e.

2dG(x,C) + |C| − 1 < n− 3 = m+ 2r.

Hence, the fifth qualification (5) comes into existence.

Clearly,G ⊆ T , then we have G ∈ M(3)
n−3. �

Using the connection between the exponent of a matrix and the exponent of a graph stated

above, we have get the following result by combining Theorems 4.1 with 4.2.

Theorem 4.3 Let A be a symmetric primitive matrix with order n, then γ(A) = n − 3 iff

G(A) ∈ Nn−3 ∪Mn−3.
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Abstract: A Smarandache drawing of a graph G is a drawing of G on the plane with

minimal intersections for its each component and a circulant graph C(n;S) is the graph with

vertex set V (C(n;S)) = {vi|0 6 i 6 n−1} and edge set E(C(n;S)) = {vivj |0 ≤ i 6= j ≤ n−

1, (i− j) mod n ∈ S}, S ⊆ {1, 2, · · · , ⌊n
2
⌋}. In this paper, we investigate the crossing number

of the circulant graph C(3k−1; {1, k}) and get the result that k ≤ cr(C(3k−1; {1, k})) ≤ k+1

for k > 3.
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§1. Introduction

A graph G = (V,E) is a set V of vertices and a subset E of unordered pairs of vertices, called

edges. A Smarandache drawing of a graph G is a drawing of G on the plane with minimal

intersections for its each component. Certainly, we only need to consider Smarandache drawing

of connected graphs. The crossing number cr(G) of a graph G is the minimum number of

pairwise intersections of edges in a drawing of G in the plane. It is well known that the crossing

number of a graph is attained only in good drawings of the graph, which are those drawings

where no edge crosses itself, no adjacent edges cross each other, no two edges intersect more

than once, and no three edges have a common point. Let D be a good drawing of the graph G,

we denote the number of crossings in D by cr(D).

The circulant graph C(n;S) is the graph with vertex set V (C(n;S)) = {vi|0 6 i 6 n− 1}
and edge set E(C(n;S)) = {vivj |0 ≤ i 6= j ≤ n− 1, (i− j)modn ∈ S}, S ⊆ {1, 2, · · · , ⌊n2 ⌋}.

Calculating the crossing number of a given graph is NP-complete [1]. Only the crossing

number of very few families of graphs are known exactly, some of which are the crossing number

of circulant graph.

Yang and Lin, etc. researched on the crossing number of circulant graphs. In [2] they

showed that

cr(C(n; {1, 3})) = ⌊n
3
⌋ + nmod 3 (n ≥ 8).

In [3], they gave an upper bound of C(mk; {1, k}) for m ≥ 3, k ≥ 3, proved that

cr(C(3k; {1, k})) = k (k ≥ 3),

1Supported by NNSFC (10771062) and the New Century Excellent Talents in University (07-0276)
2Received August 16, 2008. Accepted September 20, 2008.
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and in [4], they obtained that the crossing number of C(n; {1, ⌊n2 ⌋ − 1}) is n/2 for even n ≥ 8,

for odd n ≥ 13, they showed that

cr(C(n; {1, ⌊n
2
⌋ − 1})) 6





4h+ 2, n = 8h+ 1, h > 2,

4h+ 2, n = 8h+ 3, h > 2,

4h+ 3, n = 8h+ 5, h > 1,

4h+ 5, n = 8h+ 7, h > 1.

In 2005, Ma, et al. determined that the crossing number of C(2m+ 2; {1,m}) is m+ 1 for

m ≥ 3, see [5].

P.T.Ho [6] investigated the crossing number of the circulant graph C(3k + 1; {1, k}) and

proved that cr(C(3k + 1; {1, k})) = k + 1 for k > 3.

In this paper, we study the crossing number of the circulant graph C(3k − 1; {1, k}) and

get the main result that

k ≤ cr(C(3k − 1; {1, k})) ≤ k + 1 for k > 3.

§2. Some lemmas and the main result

Let A and B be two disjoint subsets of E. In a drawing D, the number of crossings made by

an edge in A and another edge in B is denoted by crD(A,B). The number of crossings made

by two edges in A is denoted by crD(A), then cr(D) = crD(E). By counting the number of

crossings in D, we have Lemma 2.1.

Lemma 2.1 Let A,B,C be mutually disjoint subsets of E. Then

crD(A ∪B) = crD(A) + crD(B) + crD(A,B);

crD(A ∪B,C) = crD(A,C) + crD(B,C).

Let Ei = {vivi+1, vivk+i, vk+iv2k+i, vi+1v2k+i, vk+i−1vk+i, v2k+i−1v2k+i} for 0 6 i 6 k − 2,

and let Ek−1 = {vk−1v2k−1, v2k−1v0, v2k−2v2k−1, v3k−2v0}, see Fig.1. Then it is not difficult to

observe that

E(C(3k − 1; {1, k})) =

k−1⋃

i=0

Ei

Ei ∩ Ej = ∅, 0 ≤ i 6= j ≤ k − 1

We define fD(Ei) (0 ≤ i ≤ k−1) to be a function counting the number of crossings related

to Ei in a drawing D as follows:

fD(Ei) = crD(Ei) +
∑

0≤j≤k−1, j 6=i

crD(Ei, Ej)/2.

With Lemma 2.1 and the above notations, we can get
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v0

v1

v2

vk

vk−1

vk−2
v3k−2

v2k

vk+1

v2k−1

v2k+1

v2k−2

Figure 1: A good drawing of C(3k − 1; {1, k})

Lemma 2.2 cr(D) =
k−1∑
i=0

fD(Ei).

In a drawing D, if an edge is not crossed by any other edge, we say that it is clean in D;

if it is crossed by at least one edge, we say that it is crossed in D. The following lemma is a

trivial observation.

Lemma 2.3 If there exists a crossed edge e in a drawing D and deleting it results in a new

drawing D∗, then cr(D) > cr(D∗) + 1.

Lemma 2.4 cr(C(3k − 1; {1, k})) > k for k > 3.

Proof We will prove it by induction on k. For k = 3, from [2], we have cr(C(8; {1, 3})) =

4 > 3. Now suppose that for k > 4, cr(C(3(k − 1) − 1; {1, k − 1})) > k − 1, let D be a good

drawing of C(3k − 1; {1, k}).
Since C(3k− 1; {1, k}) is non-planar, one of the edges in D must be crossed, that is to say,

vivi+1 or vivk+i is crossed for some i where 0 6 i 6 3k − 2. If vivi+1 is crossed for some i, we

may assume that i = 3k− 2. If vivk+i is crossed for some i, we may assume that i = k − 1. By

these assumptions, we have

fD(Ek−1) > 0.5

We assert that

fD(Ei) ≥ 1 for 0 6 i 6 k − 2 or cr(D) ≥ k (1)

Therefore, if cr(D) < k, we have fD(Ei) > 1 for all i = 0, 1, · · · , k − 2 by (1), combining this

with fD(Ek−1) > 0.5, by Lemma 2.2, we have k > cr(D) > k − 1 + 0.5, which is impossible

since cr(D) must be an integer.

So, it suffices to verify that (1) is true. Suppose by contradiction that there exists i

(0 6 i 6 k − 2) such that fD(Ei) < 1. From the definition of fD, we get that crD(Ei) = 0.

Furthermore, there are only two possible drawings of Ei, which are shown in Figure 2.
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vi+1 vi+1v2k+i−1

vi
vi vk+i vk+i−1

v2k+i v2k+i−1

vk+i−1

vk+i

v2k+i

Figure 2: Two possible drawings of Ei

c b a

vi

vi+1 v2k+i−1

vk+i vk+i−1

v2k+i

Figure 3: Ei ∪ viv2k+i−1

We can claim that Ei must be drawn as in the left hand side of Figure 2 in D. Suppose that

Ei is drawn as in the right hand side of Figure 2. Since vertex vk+i−1 and vertex v2k+i−1 lie

in different regions, so both the edge vk+i−1v2k+i−1 and the path vk+i−1vk+i−2v2k+i−2v2k+i−1

must cross the edges in Ei, and we have fD(Ei) > 1, a contradiction to our assumption that

fD(Ei) < 1.

Case 1. Suppose that fD(Ei) > 0. Since fD(Ei) < 1, from the definition of fD, exactly one of

the edges in Ei is crossed.

First we consider that viv2k+i−1 is clean. Then Ei ∪ viv2k+i−1 must be drawn as in Fig-

ure 3. Denote the regions by a, b and c as in Fig.3. We can assert that vertex vk+i−2 must

lie in the same region in which vertex vk+i−1 lies. Or else, both the edge vk+i−2vk+i−1 and

the path vk+i−2vi−2vi−1vk+i−1 must cross the edges on the boundary of a except viv2k+i−1,

so we have fD(Ei) > 1, which is a contradiction. Furthermore, we can also get that v2k+i−2

must lie in the region a : if v2k+i−2 lies in the region b, then both the edge v2k+i−1v2k+i−2

and the edge vk+i−2v2k+i−2 must cross the edges on the boundary of b, which is a con-

tradiction; if v2k+i−2 lies in the region c, then both the edge vk+i−2v2k+i−2 and the path

vk+ivk+i+1 · · · v2k+i−3v2k+i−2 must cross the edges in Ei, which is also a contradiction. Since

both vertex vk+i−2 and vertex v2k+i−2 lie in the region a, the pathes vi+1vi+2 · · · vk+i−3vk+i−2

and vi+1vk+i+1vk+i+2 · · · v2k+i−3v2k+i−2 must cross the boundary of a, respectively, and we can

have fD(Ei) > 1, which is impossible.

Now consider that viv2k+i−1 is crossed.

Case 1.1. Suppose that the edges vi+1v2k+i and v2k+i−1v2k+i are clean. We will produce

from D a drawing D∗, which is constructed by drawing a new edge connecting vertex vi+1

to vertex v2k+i−1 close enough to the edges vi+1v2k+i and v2k+i−1v2k+i, and by deleting the

edges viv2k+i−1, vivk+i, vk+iv2k+i and vi+1v2k+i, see Figure 4(1). Since the edges vi+1v2k+i

and v2k+i−1v2k+i are clean, one can observe that the new edge vi+1v2k+i−1 doesn’t produce

any additional crossing. And because the crossed edge viv2k+i−1 in D is removed from D,
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Figure 4: New drawing D∗ produced from drawing D

we can get that cr(D) > cr(D∗) + 1 by Lemma 2.3. D∗ is a drawing of the subdivision of

C(3(k − 1) − 1; {1, k − 1}), so we have cr(D) > cr(C(3(k − 1) − 1; {1, k − 1})) + 1 > k.

Case 1.2. Suppose that one of the edges vi+1v2k+i or v2k+i−1v2k+i is crossed. Analogously, by

drawing a new edge connecting vertex vk+i−1 to vertex v2k+i quite close to the edges vk+i−1vk+i

and vk+iv2k+i, and by deleting the edges vivk+i, vk+iv2k+i, viv2k+i−1 and vk+i−1v2k+i−1, a new

drawing D∗ can be produced from D, see Figure 4(2). One can easily see that the new edge

vk+i−1v2k+i doesn’t produce any additional crossing since the edges vk+i−1vk+i and vk+iv2k+i

are all clean. Since the crossed edge viv2k+i−1 in D is removed from D, by Lemma 2.3, we can

obtain that cr(D) > cr(D∗)+1. D∗ is a drawing of the subdivision of C(3(k−1)−1; {1, k−1})
as well. These facts imply that cr(D) > cr(C(3(k − 1) − 1; {1, k − 1})) + 1 > k.

Case 2. Suppose that fD(Ei) = 0. Since the edges in Ei are all clean, viv2k+i−1 doesn’t cross

any edge in Ei, then Ei ∪ viv2k+i−1 is drawn as in Figure 3. If viv2k+i−1 is clean, then the

boundary of a is clean, we follow the analogous arguments presented in Case 1. If viv2k+i−1 is

crossed, we can follow the same arguments presented in Case 1.1.

From all the above cases, we have shown that (1) is true. �

Theorem 2.5 k 6 cr(C(3k − 1; {1, k})) 6 k + 1 for k > 3.

Proof A good drawing of C(3k−1; {1, k}) in Fig.1 shows that cr(C(3k−1; {1, k})) 6 k+1

for k > 3. This together with Lemma 2.4 immediately indicate that k 6 cr(C(3k−1; {1, k})) 6

k + 1 for k > 3. �

We end this paper with the following conjecture.

Conjecture cr(C(3k − 1; {1, k})) = k + 1 for k > 3.
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Abstract: For vertices u and v in a connected graph G = (V, E), the distance d(u, v) is the

length of a shortest u− v path in G. A u− v path of length d(u, v) is called a u− v geodesic.

For an integer k ≥ 1, a geodesic of length k in G is called a k-geodesic. A set S ⊆ V is a

k-edge geodetic set of G if each edge e ∈ E − E(< S >) lies on a k-geodesic of some pair

of vertices in S and a set T ⊆ V is an edge geodetic set of G if each edge of G lies on a

geodesic of some pair of vertices in T , and Smarandache edge-geodetic set of G if each edge

of G lies on at least two geodesics of T . The minimum cardinality of a k-edge geodetic set

of G is the k-edge geodetic number egk(G) and the minimum cardinality of an edge geodetic

set is the edge geodetic number eg(G). In this paper we investigate how the edge geodetic

number and the k-edge geodetic number of a graph G are affected by adding a pendant edge

to G. It is proved that if G′ is a graph obtained from G by adding a pendant edge, then

eg(G) ≤ eg(G′) ≤ eg(G)+1 and eg2(G) ≤ eg2(G
′) ≤ eg2(G)+1. For any integer k ≥ 2, it is

also proved that egk(G′) ≤ egk(G) + 2. It is shown that for any integer k ≥ 4 and for every

pair a, b of integers with 4 ≤ a ≤ b+ 2, there is a connected graph G such that egk(G) = b

and egk(G′) = a, where G′ is a graph obtained from G by adding a pendant edge.

Key Words: Smarandache edge-geodetic set, geodetic number, edge geodetic number,

k-geodetic number, k-edge geodetic number, k-extreme edge.

AMS(2000): 05C12.

§1. Introduction

By a graph G = (V,E), we mean a finite undirected connected graph without loops or multiple

edges. The order and size of G are denoted by n and m respectively. For basic graph theoretic

terminology, we refer to Harary [3]. For vertices u and v in a connected graph G, the distance

d(u, v) is the length of a shortest u-v path in G. It is known that the distance is a metric on

the vertex set of G. A u-v path of length d(u, v) is called a u-v geodesic. A vertex x is said

to lie on a u-v geodesic P if x is a vertex of P including the vertices u and v. For any path

P in a graph and two vertices x, y on P, we use P [x, y] to denote the portion of P between x

and y, inclusive of x and y. The neighborhood of a vertex v is the set N(v) consisting of all

vertices u which are adjacent with v. A vertex v is an extreme vertex of G if the subgraph

induced by its neighbors is complete. The closed interval I[u, v] consists of all vertices lying on

1Supported by DST Project No. SR/S4/MS: 319/06
2Received May 6, 2008. Accepted September 2, 2008.
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some u-v geodesic of G, while for S ⊆ V, I[S] =
⋃

u,v∈S

I[u, v]. A set S of vertices is a geodetic

set if I[S] = V, and the minimum cardinality of a geodetic set is the geodetic number g(G). A

geodetic set of cardinality g(G) is called a g-set of G. The geodetic number of a graph was

introduced in [1], [4] and further studied in [2], [5]. It was shown in [4] that determining the

geodetic number of a graph is an NP-hard problem. A set S of vertices is an edge geodetic set of

a graph G if each edge of G lies on a geodesic of vertices in S, and Smarandache edge-geodetic

set of G if each edge of G lies on at least two geodesics of S. The minimum cardinality of an

edge geodetic set is the edge geodetic number eg(G). An edge geodetic set of cardinality eg(G)

is called eg-set of G. Edge geodetic sets and the edge geodetic number of a graph with several

interesting applications are investigated in [7].

For an integer k ≥ 1, a geodesic in G of length k is called k-geodesic. A vertex v is called k-

extreme vertex if v is not the internal vertex of a k-geodesic joining any pair of distinct vertices

of G. Obviously, each extreme vertex of a connected graph G is k-extreme vertex of G. In

particular, each end vertex of G is a k-extreme vertex of G. A set S ⊆ V is called a k-geodetic

set of G if each vertex v in V −S lies on a k-geodesic of vertices in S. The minimum cardinality

of a k-geodetic set of G is its k-geodetic number gk(G). A k-geodetic set of cardinality gk(G) is

called gk-set. The k-geodetic number of a graph was refereed to as k-geodeomination number

and studied in [6].

For any S ⊆ V , let E(< S >) denote the edge set of the subgraph induced by S. A set

S ⊆ V is called a k-edge geodetic set of G if each edge in E − E(< S >) lies on a k-geodesic

of vertices in S. The minimum cardinality of a k-edge geodetic set of G is its k-edge geodetic

number egk(G). A k-edge geodetic set of cardinality egk(G) is called egk-set of G. For k ≥ 2,

an edge of G is called k-extreme edge if it does not lie on any k-geodesic of vertices of G.

For the graph G given in Fig.1.1, it is easy to see that the set S = {v1, v2, v5, v6} of end

vertices is a g2-set and so g2(G) = 4. Since the edge v3v4 does not lie on any 2-geodesic of

vertices of S, S is not a 2-edge geodetic set of G. It is easily seen that S1 = {v1, v2, v3, v5, v6}
is a minimum 2-edge geodetic set of G so that eg2(G) = 5. Also, S2 = {v1, v2, v4, v5, v6} is

another eg2-set of G.

v1

v2

v3 v4

v5

v6

Fig.1.1

The k-edge geodetic number of a graph was introduced and studied in [8]. It is proved

in [8] that each triple a, b, k of integers with 2 ≤ a ≤ b and k ≥ 2 is realizable as the k-

geodetic number and k-edge geodetic number of a graph respectively. Also it is shown in [8]

that for given integers a, b, c and k ≥ 2 with 3 ≤ a ≤ b ≤ c, there is a connected graph G with
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g(G) = a, eg(G) = b and egk(G) = c. These concepts have many applications in location theory

and convexity theory. There are interesting applications of these concepts to the problem of

designing the route for a shuttle and communication network design.

A fundamental question in graph theory concerns how the value of a parameter is affected

by making a small change in the graph. The geodetic number and the k-geodetic number,

affected by adding a pendant edge, was discussed in [5] and [6] respectively. In this paper we

study how the edge geodetic number and the k-edge geodetic number of a graph are affected

by adding a pendant edge to the graph.

Throughout the following G denotes a connected graph with at least two vertices. The

following theorems will be used in the sequel.

Theorem 1.1([7]) Each extreme vertex of a connected graph G belongs to every edge geodetic

set of G. In particular, if the set of all extreme vertices W is an edge geodetic set of G, then

W is the unique eg-set of G.

Theorem 1.2([8]) Every k-edge geodetic set contains both the ends of each k-extreme edge. If

the set W of the ends of all the k-extreme edges together with the set of k-extreme vertices is a

k-edge geodetic set, then W is the unique egk-set of G and so egk(G) = |W |.

Theorem 1.3([7]) For any tree T with k end vertices, eg(T ) = k.

Theorem 1.4([7]) For a connected graph G, eg(G) = 2 if and only if there exist two antipodal

vertices u and v such that every edge lies on a u− v geodesic of G.

Theorem 1.5([7]) For a connected graph G, no cut vertex belongs to any eg-set of G.

Theorem 1.6([7]) For the complete bipartite graph Km,n(m,n ≥ 2), eg(Km,n) = min{m,n}.

Theorem 1.7([7]) If a connected graph G of order n has exactly one vertex v of degree n− 1

then eg(G) = n− 1.

§2. How the edge geodetic number

of a connected graph is affected by adding a pendant edge

In this section we discuss how the edge geodetic number of a connected graph G is affected by

adding a pendant edge to G. Let G′ be a graph obtained from a connected graph G by adding

a pendant edge uv, where u is not vertex of G and v is a vertex of G.

Theorem 2.1 If G′ is a graph obtained from a connected graph G by adding a pendant edge

uv at a vertex v of G, then eg(G) ≤ eg(G′) ≤ eg(G) + 1.

Proof Let S be any eg-set of G and let S′ = S ∪{u}. We claim that S′ is an edge geodetic

set of G′. Let e be an edge of G′. If e ∈ E(G), then e lies on a geodesic of vertices in S. If

e = uv, then, since every edge geodetic set of G is a geodetic set of G, it follows that the vertex

v lies on a x− y geodesic P with x, y ∈ S. Then, it is clear that the portion P [x, v] of the x− v

path on P together with the edge uv is a x− u geodesic of G′, which contains the edge e with
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x, u ∈ S′. Hence S′ is an edge geodetic set of G′ and so eg(G′) ≤ eg(G)+1. Let S′ be an eg-set

of G′. By Theorems 1.1 and 1.5, u ∈ S′ and v /∈ S′. Also, it is clear that S = (S′ − {u}) ∪ {v}
is an edge geodetic set of G so that eg(G) ≤ |S′| − 1 + 1 = |S′| = eg(G′). Hence the result. �

Remark 2.2 The bounds for eg(G′) in Theorem 2.1 are sharp. If the graph G is the path

Pn(n ≥ 3) on n vertices, then, by Theorem 1.3, eg(Pn) = 2. Let G′ be the path obtained from Pn

by adding a pendant edge at one of its end vertices. Then, by Theorem 1.3, eg(G′) = 2 = eg(G).

If G′ is the tree obtained from Pn by adding a pendant edge at a cut vertex of Pn, then by

Theorem 1.3, eg(G′) = 3 = eg(G) + 1.

Theorem 2.3 Let G′ be a graph obtained from a connected graph G by adding a pendant edge

uv at a vertex v of G. Then eg(G) = eg(G′) if and only if v is a vertex of some eg-set of G.

Proof First, assume that there is an eg-set S of G such that v ∈ S. Let S′ = (S−{v})∪{u}.
We show that S′ is an eg-set of G′. If e = uv, then it is clear that e lies on every w−u geodesic

of G, where w ∈ S′(w 6= u). Let e be any edge of G. Since S is an eg-set of G, e lies on a x− y

geodesic in G with x, y ∈ S. If both x, y ∈ S − {v}, then e also lies on a x − y geodesic in G′

with x, y ∈ S′. If e lies on a x − v geodesic in G with x ∈ S − {v}, then e also lies on x − u

geodesic in G′. Thus S′ is an edge geodetic set of G′ so that eg(G′) ≤ |S′| = |S| = eg(G). Now,

the result follows from Theorem 2.1.

Conversely, suppose that eg(G) = eg(G′). Suppose that v does not belong to any eg-set

of G. Let S′ be an eg-set of G′. Since u is an end vertex of G′ and v is a cut vertex of G′,

by Theorems 1.1 and 1.5, u ∈ S′ and v /∈ S′. Let S = (S′ − {u}) ∪ {v}. Then S ⊆ V (G) and

|S| = |S′| = eg(G′) = eg(G). Let e be any edge of G. Then e is also an edge of G′ and so e

lies on a geodesic P in G′ joining a pair of vertices x, y ∈ S′. If x 6= u and y 6= u, then x ∈ S

and y ∈ S so that e lies on a geodesic joining a pair of vertices in S. Otherwise, let x 6= u and

y = u. Then it follows that e lies on a geodesic in G joining x and v in S. Thus, S is an edge

geodetic set of G and since |S| = eg(G), it follows that S is an eg-set of G. Since v ∈ S, this is

contradiction to our assumption. This completes the proof. �

Remark 2.4 If a vertex v is added to a connected graph G such that more than one edge

is incident with v, then the edge geodetic number of the resulting graph can stay the same,

increase significantly or decrease significantly. For example, for the complete bipartite graph

Km,n we have, by Theorem 1.6, eg(Km,n) = m for all 2 ≤ m ≤ n. However, if we add a new

vertex to Km,n and join this vertex to all the vertices of the minimum partite set containing m

vertices, the resulting graph is Km,n+1 and again by Theorem 1.6, the edge geodetic number is

m. Hence a new vertex may be added to a graph along with a large number of edges such that

it does not affect the edge geodetic number. On the other hand, it is clear that eg(Cn) = 2 for

all even n ≥ 4. If we add a vertex v to this Cn and join v to all the vertices of Cn, the resulting

graph is the wheel K1 + Cn. Now, it follows from Theorem 1.7 that eg(K1 + Cn) = n and so

the edge geodetic number of the resulting graph increases significantly. Also, it is clear that

eg(K1,n) = n for all n ≥ 2. If we add a vertex v and join it to all the end vertices of K1,n then

we obtain the graph K2,n. By Theorem 1.6, eg(K2,n) = 2, and so the edge geodetic number of

the resulting graph decreases significantly for large n.



On the Edge Geodetic and k-Edge Geodetic Number of a Graph 89

§3. How the k-edge geodetic number

of a connected graph is affected by adding a pendant edge

We now consider how the k-edge geodetic number of a connected graph G is affected by the

addition of a pendant edge.

Proposition 3.1 Let G′ be a graph obtained from a connected graph G by adding a pendant

edge uv at a vertex v of G. Then egk(G
′) ≤ egk(G) + 2.

Proof Let S be an egk-set of G. Then S ∪ {u, v} is a k-edge geodetic set of G′ and so

egk(G
′) ≤ |S ∪ {u, v}| ≤ egk(G) + 2. �

Proposition 3.2 There is no connected graph G with diam(G) ≥ k such that egk(G
′) = 2,

where G′ is a graph obtained from G by adding a pendant edge at a vertex of G.

Proof Suppose that there exists a connected graph G with diam(G) ≥ k such that

egk(G
′) = 2. Let G′ be a graph obtained from G by adding a pendant edge uv at a ver-

tex v of G. By Theorem 1.1, u belongs to every edge geodetic set of G′. Let S′ = {u, y} be an

egk-set of G′. Then y 6= v and it is clear that S = {v, y} is a egk−1- set of G. Hence S is an

eg-set of G and d(v, y) = k − 1. Now, by Theorem 1.4, v and y are antipodal vertices and so

diam(G) = k − 1, which is a contradiction. Hence the result follows. �

Observation 3.3 In a connected graph G, each edge in G has at least one end in every 2-edge

geodetic set of G.

Theorem 3.4 If G′ is a graph obtained from a connected graph G by adding a pendant edge at

a vertex of G, then eg2(G) ≤ eg2(G
′) ≤ eg2(G) + 1.

Proof Let G′ be the graph obtained from G by adding a pendant edge uv at a vertex v

of G. Let S be an eg2-set of G. Let S′ = S ∪ {u}. We claim that S′ is a 2-edge geodetic

set of G′. Let e be an edge of G′ be such that e /∈ E(< S′ >). If e ∈ E(G), then e lies on

a 2-geodesic of vertices in S. If e /∈ E(G), then e = uv and v /∈ S. Let vw be an edge of

G. Then, by Observation 3.3, we have w ∈ S. Now, it is clear that the edge uv lies on the

2-geodesic P : w, v, u of G′ with w, u ∈ S′. Hence S′ is a 2-edge geodetic set of G′ and so

eg2(G
′) ≤ |S′| = eg2(G) + 1.

Now, let T ′ be any eg2-set of G′. Then by Theorem 1.2, u ∈ T ′. Let T = (T ′−{u})∪ {v}.
Then |T | ≤ |T ′|. We show that T is a 2-edge geodetic set of G. Let e = xy be any edge of G

such that e /∈ E(< T >). Then it is clear that e /∈ E(< T ′ >). Now, since e ∈ E(G′) and T ′ is

a eg2-set of G′, we see that e = xy lies on a 2-geodesic P of vertices in T ′. By Observation 3.3,

we may assume that x ∈ T ′. Assume that the geodesic P is P : x, y, z with x, z ∈ T ′. Since

xy ∈ E(G), we have x 6= u and so x ∈ T . Now, if z = u, then y = v and so xy ∈ E(< T >),

which is a contradiction. Hence z 6= u and so z ∈ T . Thus T is a 2-edge geodetic set of G so

that eg2(G) ≤ |T | ≤ |T ′| = eg2(G
′). �

Proposition 3.5 Let G′ be a graph obtained from a connected graph G by adding a pendant
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edge uv at a vertex v of G. If v belongs to some eg2-set of G′, then eg2(G
′) = eg2(G) + 1.

Proof Let T ′ be an eg2-set of G′ such that v ∈ T ′. By Theorem 1.2, u ∈ T ′. Now, let

T = T ′ − {u}. Then |T | = |T ′| − 1 = eg2(G
′) − 1 and as in the proof of Theorem 3.4, T is

a 2-edge geodetic set of G so that eg2(G) ≤ |T | = eg2(G
′) − 1 Now, the result follows from

Theorem 3.4. �

Remark 3.6 The converse of Theorem ?? is not true. For the graph G = K1,n(n ≥ 2), we

have that eg2(G) = n. However, if we add a pendant edge to the cut vertex of K1,n, then the

resulting graph G′ is K1,n+1 and so eg2(G
′) = n+ 1 = eg2(G) + 1. However, the cut vertex of

K1,n+1 does not belong to any eg2-set of K1,n+1.

Problem 3.7 Characterize graphs G for which eg2(G
′) = eg2(G), where G′ is a graph obtained

from G by adding a pendant edge.

In view of Proposition 3.1, we have the following realization theorem.

Theorem 3.8 Let k ≥ 4 be an integer. For each pair a, b of integers with 4 ≤ a ≤ b+ 2, there

is a connected graph G with egk(G) = b and egk(G
′) = a, where G′ is a graph obtained from G

by adding a pendant edge.

Proof We prove the theorem by considering five cases.

Case 1. Let a = b. Let G be the graph obtained from the path P : v0, v1, . . . , vk by

adding b − 3 new vertices u1, u2, . . . , ub−3 and joining them to v2. The graph G is shown in

Fig.3.1. It is clear that the edges uiv2(1 ≤ i ≤ b − 3) are the only k-extreme edges of G.

Hence S = {v0, vk, u1, u2, . . . , ub−3, v2} is the set of all k-extreme vertices and the ends of all

k-extreme edges of G. Since S is a k-edge geodetic set of G, it follows from Theorem 1.2 that

egk(G) = |S| = b.

Now, let G′ be the graph obtained from G by adding a pendant edge vkx. It is clear that

G′ has no k-extreme edges. Let S′ = {v0, u1, u2, . . . , ub−3, x} be the set of all k-extreme vertices

of G′. Since the edges v0v1 and v1v2 do not lie on any k-geodesic joining a pair of vertices in

S′, we have S′ is not a k-edge geodetic set of G′. Since S′ ∪ {vk} is a k-edge geodetic set of G′,

it follows from Theorem 1.2 that egk(G
′) = |S′| + 1 = b = a.

v0 v1 v2 v3 vk−1 vk

u1

u2

ub−3

Fig.3.1

Case 2. a = b + 1. Let G be the graph obtained from the path P : v0, v1, . . . , vk by adding

b− 2 new vertices u1, u2, . . . , ub−2 and joining each ui to v1. Let S = {u1, u2, . . . , ub−2, v0, vk}.
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Then S is the set of all k-extreme vertices of G. It is clear that G has no k-extreme edges and

S is a k-edge geodetic set of G and so by Theorem 1.2, egk(G) = |S| = b. Now, let G′ be the

graph obtained from G by adding a new vertex x and joining it to v1. Then, just as above, the

set S′ = {u1, u2, . . . , ub−2, x, v0, vk} of all k-extreme vertices of G′ is the egk-set of G′. Hence

egk(G
′) = |S′| = b+ 1 = a.

Case 3. a = b+2. Let G be the graph constructed in Case 2. Then, as in Case 2, egk(G) = b.

Now, let G′ be the graph obtained from G by adding a new vertex x and joining it to v2. Then

the edge xv2 is the only k-extreme edge in G′. Since the set S′ = {u1, u2, . . . , ub−2, v0, vk, x, v2}
of all k-extreme vertices together with the ends of the k-extreme edge xv2 is a k-edge geodetic

set, it follows from Theorem 1.2 that egk(G
′) = |S′| = b+ 2 = a.

Case 4. a = b− 1. Let G1 be the graph obtained from the path P : v0, v1, . . . , vk by adding a

new vertex w and joining it to the vertices v1, v2 and v3. Let Q : x0, x1, . . . , xk−2 be a path such

that it is vertex disjoint with G1. Let G2 be the graph obtained from G1 and Q by identifying

the vertices v2 and x0. Let G be the graph obtained from G2 by adding b − 5 new vertices

z1, z2, . . . , zb−5 and joining each zi to v1. The graph is G shown in Fig.3.2. It is clear that the

edge v2w is the only k-extreme edge of G. Since the set S = {v0, z1, z2, . . . , zb−5, vk, xk−2, v2, w}
of all k-extreme vertices and the ends of the k-extreme edge v2w of G is a k-edge geodetic set,

it follows from Theorem 1.2 that egk(G) = |S| = b.

v0 v1 v2 = x0 v3 v4 vk−1 vk

w

z1

z2

zb−5 x1 x2 xk−3 xk−2

Fig.3.2

Now, let G′ be the graph obtained from G by adding a pendant edge wx. It is clear that

G′ has no k-extreme edges. Since the set S′ = {v0, z1, z2, . . . , zb−5, x, vk,

xk−2} of all k-extreme vertices of G′ is a k-edge geodetic set of G′, it follows from Theorem 1.2

that egk(G
′) = |S′| = b− 1 = a.

Case 5. 4 ≤ a ≤ b − 2. Let G1 be the graph obtained from the path P : v0, v1, . . . , vk by

adding a new vertex w and joining it to both v2 and v4. Let G2 be the graph obtained from G1

by adding b− a− 1 new vertices u1, u2, . . . , ub−a−1 and joining each ui to the vertices v2, v3, v4

and w. Let G3 be the graph obtained from G2 by adding a − 4 new vertices z1, z2, . . . , za−4

and joining each zi to v1. Let Q : x0, x1, . . . , xk−3 be a path such that it is vertex disjoint with

G3. Let G be the graph obtained from G3 and Q by identifying the vertices v3 and x0. The
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graph G is shown in Fig.3.3. It is clear that the edges uiv3 and uiw (1 ≤ i ≤ b− a− 1) are the

only k-extreme edges of G and so by Theorem 1.2, the vertices u1, u2, . . . , ub−a−1, v3, w belong

to every k-edge geodetic set of G.

v0

v1

v2 v3 = x0 v4

vk−1 vk

x1 x2 xk−4 xk3z1
z2

za−4

ub−a−1

w

u1

u2

Fig.3.3

First, suppose that k = 4. Let S = {v0, u1, u2, . . . , ub−a−1, v3, w, z1, z2, . . . , za−4, x1}. Then

S is the set of all k-extreme vertices and the ends of all k-extreme edges of G. It is clear that

S is not a k-edge geodetic set of G and S ∪ {v4} is a k-edge geodetic set of G so that by

Theorem 1.2, egk(G) = |S| + 1 = b − 1 + 1 = b. Now, let G′ be the graph obtained from G

by adding a new vertex x and joining it to w. Then the graph G′ has no k-extreme edges.

Let S′ = {v0, z1, z2, . . . , za−4, x, x1}. Then S′ is the set of all k-extreme vertices of G′. It is

clear that S′ is not a k-edge geodetic set of G′ and S′ ∪ {v4} is a k-edge geodetic set of G′

so that by Theorem 1.2, egk(G
′) = |S′| + 1 = a − 1 + 1 = a. Next, suppose that k ≥ 5. Let

T = {v0, u1, u2, . . . , ub−a−1, v3, w, z1, z2, . . . , za−4, xk−3, vk}. Then T is the set of all k-extreme

vertices and the ends of all k-extreme edges of G. It is clear that T is a k-edge geodetic set of

G and so by Theorem 1.2, egk(G) = |T | = b.

Let G′ be the graph obtained from G by adding a new vertex x and joining it to w.

Then G′ has no k-extreme edges and T ′ = {v0, z1, z2, . . . , za−4, x, xk−3, vk} is the set of all

k-extreme vertices of G′. Since T ′ is a k-edge geodetic set of G′, it follows from Theorem 1.2

that egk(G
′) = |T ′| = a. Thus the proof is complete. �
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Abstract: A simple path cover of a graph G is a collection ψ of paths in G such that every

edge of G is in exactly one path in ψ and any two paths in ψ have at most one vertex in

common. More generally, for any integer k ≥ 1, a Smarandache path k-cover of a graph G

is a collection ψ of paths in G such that each edge of G is in at least one path of ψ and

two paths of ψ have at most k vertices in common. Thus if k = 1 and every edge of G is

in exactly one path in ψ, then a Smarandache path k-cover of G is a simple path cover of

G. The minimum cardinality of a simple path cover of G is called the simple path covering

number of G and is denoted by πs(G). In this paper we initiate a study of this parameter.
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§1. Introduction

By a graph G = (V,E) we mean a finite, undirected graph with neither loops nor multiple edges.

The order and size of G are denoted by p and q respectively. For graph theoretic terminology

we refer to Harary [5]. All graphs in this paper are assumed to be connected and non-trivial.

If P = (v0, v1, v2, . . . , vn) is a path or a cycle in a graph G, then v1, v2, . . . , vn−1 are called

internal vertices of P and v0, vn are called external vertices of P . If P = (v0, v1, v2, . . . , vn) and

Q = (vn = w0, w1, w2, . . . , wm) are two paths in G, then the walk obtained by concatenating P

and Q at vn is denoted by P ◦Q and the path (vn, vn−1, . . . , v2, v1, v0) is denoted by P−1. For a

unicyclic graph G with cycle C, if w is a vertex of degree greater than 2 on C with deg w = k,

let e1, e2, . . . , ek−2 be the edges of E(G) −E(C) incident with w. Let Ti, 1 ≤ i ≤ k − 2, be the

maximal subtree of G such that Ti contains the edge ei and w is a pendant vertex of Ti. Then

T1, T2, . . . , Tk−2 are called the branches of G at w. Also the maximal subtree T of G such that

V (T ) ∩ V (C) = {w} is called the subtree rooted at w.

The concept of path cover and path covering number of a graph was introduced by Harary

[6]. Preliminary results on this parameter were obtained by Harary and Schwenk [7], Peroche

[9] and Stanton et al. [10], [11].

1Supported by NBHM Project 48/2/2004/R&D-II/7372.
2Received May 16, 2008. Accepted September 16, 2008.
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Definition 1.1([6]) A path cover of a graph G is a collection ψ of paths in G such that every

edge of G is in exactly one path in ψ. The minimum cardinality of a path cover of G is called

the path covering number of G and is denoted by π(G) or simply π.

Theorem 1.2([10]) For any tree T with k vertices of odd degree, π(T ) = k
2 .

Theorem 1.3([7]) The path covering number of the complete graph Kp is given by π(Kp) =
⌈
p
2

⌉
.

(For any real number x, ⌈x⌉ denotes the least positive integer ≥ x.)

Theorem 1.4([4]) Let G be a unicyclic graph with unique cycle C. Let m denote the number

of vertices of degree greater than 2 on C. Let k denote the number of vertices of odd degree.

Then

π(G) =





2 if m = 0

k
2 + 1 if m = 1

k
2 otherwise

Theorem 1.5([4]) For any graph G, π(G) ≥
⌈

∆
2

⌉
.

The concepts of graphoidal cover and acyclic graphoidal cover were introduced by Acharya

et al. [1] and Arumugam et al. [4].

Definition 1.6([1]) A graphoidal cover of a graph G is a collection ψ of (not necessarily open)

paths in G satisfying the following conditions.

(i) Every path in ψ has at least two vertices.

(ii) Every vertex of G is an internal vertex of at most one path in ψ.

(iii)Every edge of G is in exactly one path in ψ.

If further no member of ψ is a cycle in G, then ψ is called an acyclic graphoidal cover of G.

The minimum cardinality of a graphoidal cover of G is called the graphoidal covering number of

G and is denoted by η(G). Similarly we define the acyclic graphoidal covering number ηa(G).

An elaborate review of results in graphoidal covers with several interesting applications

and a large collection of unsolved problems is given in Arumugam et al.[2].

For any graph G = (V,E), ψ = E is trivially an acyclic graphoidal cover and has the

interesting property that any two paths in ψ have at most one vertex in common. Motivated

by this observation we introduced the concept of simple acyclic graphoidal covers in graphs [3].

Definition 1.7([3]) A simple acyclic graphoidal cover of a graph G is an acyclic graphoidal

cover ψ of G such that any two paths in ψ have at most one vertex in common. The minimum

cardinality of a simple acyclic graphoidal cover of G is called the simple acyclic graphoidal

covering number of G and is denoted by ηas(G) or simply ηas.

Definition 1.8 Let ψ be a collection of internally disjoint paths in G. A vertex of G is said to

be an interior vertex of ψ if it is an internal vertex of some path in ψ, otherwise it is said to
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be an exterior vertex of ψ.

Theorem 1.9([3]) For any simple acyclic graphoidal cover ψ of a graph G, let tψ denote the

number of exterior vertices of ψ. Let t = min tψ, where the minimum is taken over all simple

acyclic graphoidal covers ψ of G. Then ηas(G) = q − p+ t.

Theorem 1.10([3]) Let G be a unicyclic graph with n pendant vertices. Let C be the unique

cycle in G and let m denote the number of vertices of degree greater than 2 on C. Then

ηas(G) =





3 if m = 0

n+ 2 if m = 1

n+ 1 if m = 2

n if m ≥ 3

Theorem 1.11([3]) Let m and n be integers with n ≥ m ≥ 4. Then

ηas(Km,n) =





mn−m− n if n ≤
(
m
2

)

mn−m− n+ r if n =
(
m
2

)
+ r, r > 0.

In this paper we introduce the concept of simple path cover and simple path covering

number πs of a graph G and initiate a study of this parameter. We observe that the concept

of simple path cover is a special case of Smarandache path k-cover [8]. For any integer k ≥ 1,

a Smarandache path k-cover of a graph G is a collection ψ of paths in G such that each edge

of G is in at least one path of ψ and two paths of ψ have at most k vertices in common. Thus

if k = 1 and every edge of G is in exactly one path in ψ, then a Smarandache path k-cover of

G is a simple path cover of G.

§2. Main results

Definition 2.1 A simple path cover of a graph G is a path cover ψ of G such that any two

paths in ψ have at most one vertex in common. The minimum cardinality of a simple path

cover of G is called the simple path covering number of G and is denoted by πs(G). Any simple

path cover ψ of G for which |ψ| = πs(G) is called a minimum simple path cover of G.

Example 2.2 Consider the graph G given in Fig.2.1.
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v1 v2 v3

v4

v6 v5 v7 v8

Fig. 2.1

Then ψ = {(v1, v4, v7, v8), (v3, v4, v5, v6), (v2, v4), (v7, v5)} is a minimum simple path cover of G

so that πs(G) = 4.

Remark 2.3 Every path in a simple path cover of a graph G is an induced path.

Theorem 2.4 For any simple path cover ψ of a graph G, let tψ =
∑
P∈ψ

t(P ), where t(P ) denotes

the number of internal vertices of P and let t = max tψ, where the maximum is taken over all

simple path covers ψ of G. Then πs(G) = q − t.

Proof Let ψ be any simple path cover of G. Then

q =
∑
P∈ψ

|E(P )|

=
∑
P∈ψ

(t(P ) + 1)

= |ψ| + ∑
P∈ψ

t(P )

= |ψ| + tψ

Hence |ψ| = q − tψ so that πs(G) = q − t. �

Corollary 2.5 For any graph G with k vertices of odd degree πs(G) = k
2 +

∑
v∈V (G)

⌊
deg v

2

⌋
− t.

Proof Since q = k
2 +

∑
v∈V (G)

⌊
deg v

2

⌋
the result follows. �

Corollary 2.6 For any graph G, πs(G) ≥ k
2 where k is the number of vertices of odd degree in

G. Further, the following are equivalent.

(i) πs(G) = k
2 .

(ii) There exists a simple path cover ψ of G such that every vertex v in G is an internal

vertex of
⌊
deg v

2

⌋
paths in ψ.

(ii)There exists a simple path cover ψ of G such that every vertex of odd degree is an
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external vertex of exactly one path in ψ and no vertex of even degree is an external vertex of

any path in ψ.

Remark 2.7 For any (p, q)-graph G, πs(G) ≤ q. Further, equality holds if and only if G is

complete. Hence it follows from Theorem 1.3 that πs(Kn) = π(Kn) if and only if n = 2.

Remark 2.8 Since any path cover of a tree T is a simple path cover of T , it follows from

Theorem 1.2 that πs(T ) = π(T ) = k
2 , where k is the number of vertices of odd degree in T .

We now proceed to determine the value of πs for unicyclic graphs and wheels.

Theorem 2.9 Let G be a unicyclic graph with cycle C. Let m denote the number of vertices

of degree greater than 2 on C. Let k be the number of vertices of odd degree. Then

πs(G) =





3 if m = 0

k
2 + 2 if m = 1

k
2 + 1 if m = 2

k
2 if m ≥ 3

Proof Let C = (v1, v2, . . . , vr, v1).

Case 1. m = 0.

Then G = C so that πs(G) = 3.

Case 2. m = 1.

Let v1 be the unique vertex of degree greater than 2 on C. Let G1 be the tree rooted at

v1. Then G1 has k vertices of odd degree and hence πs(G1) = k
2 . Let ψ1 be a minimum simple

path cover of G1.

If deg v1 is odd, then degG1 v1 is odd. Let P be the path in ψ1 having v1 as a terminal

vertex. Now, let

P1 = P ◦ (v1, v2)

P2 = (v2, v3, . . . , vr) and

P3 = (vr , v1).

If deg v1 is even, then degG1 v1 is even. Let P = (x1, x2, . . . , xr, v1, xr+1, . . . , xs) be a path

in ψ1 having v1 as an internal vertex. Now, let

P1 = (x1, x2, . . . , xr , v1, v2)

P2 = (xs, xs−1, . . . , xr+1, v1, vr) and

P3 = (v2, v3, . . . , vr).

Then ψ = {ψ1 − {P}} ∪ {P1, P2, P3} is a simple path cover of G and hence πs(G) ≤
|ψ1| + 2 = k

2 + 2. Further, for any simple path cover ψ of G, all the k vertices of odd degree

and at least two vertices on C are terminal vertices of paths in ψ. Hence t ≤ q− k
2 − 2, so that

πs(G) = q − t ≥ k
2 + 2. Thus πs(G) = k

2 + 2.
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Case 3. m = 2.

Let v1 and vi, where 2 ≤ i ≤ r, be the vertices of degree greater than 2 on C. Let P and

Q denote respectively the (v1, vi)-section and (vi, v1)-section of C. Let vj be an internal vertex

of P (say). Let R1 and R2 be the (v1, vj)-section of P and (vj , vi)-section P respectively. Let

G1 be the graph obtained by deleting all the internal vertices of P .

Subcase 3.1 Both deg v1 and deg vi are odd.

Then both degG1 v1 and degG1 vi are even. Hence G1 is a tree with k − 2 odd vertices so

that πs(G1) = k
2 − 1. Let ψ1 be a minimum simple path cover of G1 . Then ψ = ψ1 ∪ {R1, R2}

is a simple path cover of G and |ψ| = k
2 + 1.Hence πs(G) ≤ k

2 + 1.

Subcase 3.2 Both deg v1 and deg vi are even.

Then degG1 v1 and degG1 vi are odd. Hence G1 is a tree with k+ 2 vertices of odd degree

so that πs(G1) = k
2 + 1. Let ψ1 be a minimum simple path cover of G1.

Suppose v1 and vi are terminal vertices of two different paths in ψ1, say P1 and P2 respec-

tively. Now, let

Q1 = P1 ◦R1

Q2 = P2 ◦R−1
2 and

ψ = {ψ1 − {P1, P2}} ∪ {Q1, Q2}.
Suppose there exists a path P1 in ψ1 having both v1 and vi as its end vertices. Then let

P1 = Q. Let P2 be an u1-w1 path in ψ1 having v1 as an internal vertex and P3 be an u2-w2 path

in ψ1 having vi as an internal vertex. Let S1 and S2 be the (u1, v1)-section of P2 and (w1, v1)-

section of P2 respectively. Let S3 and S4 be the (u2, vi)-section of P3 and (w2, vi)-section of P3

respectively. Now, let

Q1 = S1 ◦ P1 ◦ S−1
3

Q2 = S2 ◦R1

Q3 = S4 ◦R−1
2 and

ψ = {ψ1 − {P1, P2, P3}} ∪ {Q1, Q2, Q3}.
Then ψ is a simple path cover of G and |ψ| = |ψ1| = k

2 + 1 and hence πs(G) ≤ k
2 + 1.

Subcase 3.3 deg v1 is odd and deg vi is even.

Then degG1 v1 is even and degG1 vi is odd. Hence G1 is a tree with k vertices of odd degree

so that πs(G1) = k
2 . Let ψ1 be a minimum simple path cover of G1. Let P1 be the path in ψ1

having vi as a terminal vertex.

If E(P1) ∩ E(Q) = φ, let

Q1 = P1 ◦R−1
2

Q2 = R1 and

ψ = {ψ1 − {P1}} ∪ {Q1, Q2}.
Suppose E(P1) ∩ E(Q) 6= φ. Since degG1 vi ≥ 3, there exists an u1-w1 path in ψ1, say P2,

having vi as an internal vertex. Let S1 and S2 be the (w1, vi)-section of P2 and (u1, vi)-section

of P2 respectively. Now, let

Q1 = P1 ◦ S−1
1

Q2 = S2 ◦R−1
2
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Q3 = R1 and

ψ = {ψ1 − {P1, P2}} ∪ {Q1, Q2, Q3}.
Then ψ is a simple path cover of G and |ψ| = |ψ1| + 1 = k

2 + 1. Hence πs(G) ≤ k
2 + 1.

Thus in either of the above subcases, we have πs(G) ≤ k
2 + 1. Also, for any simple path

cover ψ of G all the k vertices of odd degree and at least one vertex on C are terminal vertices

of paths in ψ. Hence t ≤ q − k
2 − 1, so that πs(G) = q − t ≥ k

2 + 1.

Hence πs(G) = k
2 + 1.

Case 4. m ≥ 3.

Let vi1 , vi2 , . . . , vis , where 1 ≤ i1 < i2 < · · · < is ≤ r and s ≥ 3, be the vertices of degree

greater than 2 on C. Let ψij , 1 ≤ j ≤ s, be a minimum simple path cover of the tree rooted

at vij . Consider the vertices vi1 , vi2 and vi3 . For each j, where 1 ≤ j ≤ 3, let Pj be the

path in ψij in which vij is a terminal vertex if deg vij is odd, otherwise let Pj be an uj-wj

path in ψij in which vij is an internal vertex and Rj and Sj be the (uj, vij ) and (wj , vij )-

sections of Pj respectively. Further, let P = (vi1 , vi1+1, . . . , vi2 ), Q = (vi2 , vi2+1, . . . , vi3) and

R = (vi3 , vi3+1, . . . , vi1).

If deg vi1 , deg vi2 and deg vi3 are even, let Q1 = R1 ◦ P ◦ R−1
2 , Q2 = S2 ◦ Q ◦ R−1

3 and

Q3 = S3 ◦R ◦ S−1
1 .

If deg vi1 , deg vi2 and deg vi3 are odd, let Q1 = P1 ◦ P , Q2 = P2 ◦Q and Q3 = P3 ◦R.

If deg vi1 , deg vi2 are odd and deg vi3 is even, let Q1 = P1 ◦ P ◦ P−1
2 , Q2 = R3 ◦Q−1 and

Q3 = S3 ◦R.

If deg vi1 , deg vi2 are even and deg vi3 is odd, let Q1 = R1 ◦ P ◦ R−1
2 , Q2 = S2 ◦Q ◦ P−1

3

and Q3 = R ◦ S−1
1 .

Then ψ = (
s⋃
j=1

ψij − {P1, P2, P3}) ∪ {Q1, Q2, Q3} is a simple path cover of G such that

every vertex of odd degree is an external vertex of exactly one path in ψ and no vertex of even

degree is an external vertex of any path in ψ. Hence πs(G) = k
2 . �

Corollary 2.10 Let G be as in Theorem 2.9. Then πs(G) = π(G) if and only if m ≥ 3.

Proof The proof follows from Theorem 2.9 and Theorem 1.4. �

We observe that there are infinite families of graphs such as trees and unicyclic graphs

having at least three vertices of degree greater than 2 on C for which πs = π and so the

following problem arises naturally.

Problem 2.11 Characterize graphs for which πs = π.

Theorem 2.12 For a wheel Wn = K1 + Cn−1, we have

πs(Wn) =





6 if n = 4
⌊
n
2

⌋
+ 3 if n ≥ 5

Proof Let V (Wn) = {v0, v1, . . . , vn−1} and E(Wn) = {v0vi : 1 ≤ i ≤ n− 1}∪ {vivi+1 : 1 ≤
i ≤ n− 2} ∪ {v1vn−1}.
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If n = 4, then Wn = K4 and hence πs(Wn) = 6.

Now, suppose n ≥ 5. Let r =
⌊
n
2

⌋

If n is odd, let

Pi = (vi, v0, vr+i), i = 1, 2, . . . , r.

Pr+1 = (v1, v2, . . . , vr),

Pr+2 = (v1, v2r, v2r−1, . . . , vr+2) and

Pr+3 = (vr, vr+1, vr+2).

If n is even, let

Pi = (vi, v0, vr−1+i), i = 1, 2, . . . , r − 1 .

Pr = (v0, v2r−1),

Pr+1 = (v1, v2, . . . , vr−1),

Pr+2 = (v1, v2r−1, . . . , vr+1) and

Pr+3 = (vr−1, vr, vr+1).

Then ψ = {P1, P2, . . . , Pr+3} is a simple path cover ofWn. Hence πs(Wn) ≤ r+3 =
⌊
n
2

⌋
+3.

Further, for any simple path cover ψ of Wn at least three vertices on C = (v1, v2, . . . , vn−1) are

terminal vertices of paths in ψ. Hence t ≤ q− k
2 − 3, so that πs(Wn) = q− t ≥ k

2 +3 =
⌊
n
2

⌋
+3.

Thus πs(Wn) =
⌊
n
2

⌋
+ 3. �

Remark 2.13 Since every simple acyclic graphoidal cover of a graph G is a simple path cover

of G and every simple path cover of G is a path cover of G, we have ηas ≥ πs ≥ π. These

parameters may be either equal or all distinct as shown below. For the graph G1 given in

Figure 2, ηas(G1) = 7, πs(G1) = 6, π(G1) = 5 and for the graph G2 given in Fig.2.2, we have

ηas(G2) = πs(G2) = π(G2) = 3.

G1
G2

Fig.2.2

Problem 2.14 Characterize graphs for which ηas = πs = π.

We now proceed to obtain some bounds for πs.

Theorem 2.15 For any graph G, πs(G) ≥
⌈

∆
2

⌉
. Further, the following are equivalent.

(i) πs(G) =
⌈

∆
2

⌉
.

(ii) ηas(G) = ∆ − 1.

(iii) G is homeomorphic to a star.



102 S. Arumugam and I. Sahul Hamid

Proof Since πs ≥ π, the inequality follows from Theorem 1.5.

Suppose πs(G) =
⌈

∆
2

⌉
. Let ψ = {P1, P2, . . . , Pr}, where r =

⌈
∆
2

⌉
be a minimum simple

path cover of G. Let v be a vertex of G with deg v = ∆. Then v lies on each Pi and

v is an internal vertex of all the paths in ψ except possibly for at most one path. Hence

V (Pi) ∩ V (Pj) = {v}, for all i 6= j, so that G is homeomorphic to a star. Obviously, if G is

homeomorphic to a star, then πs(G) =
⌈

∆
2

⌉
. Thus (i) and (iii) are equivalent. Similarly the

equivalence of (ii) and (iii) can be proved. �

Theorem 2.16 For any graph G, πs(G) ≥
(
ω
2

)
, where ω is the clique number of G.

Proof Let H be a maximum clique in G so that |E(H)| =
(
ω
2

)
. Let ψ be a simple path

cover of G. Since any path in ψ covers at most one edge of H , it follows that πs(G) ≥
(
ω
2

)
. �

In the following theorem we characterize cubic graphs for which πs =
(
ω
2

)
.

Theorem 2.17 Let G be a cubic graph. Then πs(G) =
(
ω
2

)
if and only if G = K4.

Proof Let G be a cubic graph with πs(G) =
(
ω
2

)
. Clearly ω = 3 or 4. Suppose ω = 3.

Then it follows from Corollary 2.6 that πs(G) ≥ p
2 so that p = 6. Hence G is isomorphic to the

cartesian product K3 ×K2 and it can be shown that πs(K3 ×K2) = 6 6=
(
ω
2

)
. Thus ω = 4 and

consequently G = K4. �

Problem 2.18 Characterize graphs for which πs(G) =
(
ω
2

)
.

If ∆ ≤ 3, then every simple path cover of G is a simple acyclic graphoidal cover of G and

hence ηas(G) = πs(G). However, the converse is not true. For the complete graph Kp(p ≥ 5),

πs = ηas whereas ∆ ≥ 4. We now prove that the converse is true for trees and unicyclic graphs.

Theorem 2.19 Let G be a tree. Then ηas(G) = πs(G) if and only if ∆ ≤ 3.

Proof Let G be a tree with ηas(G) = πs(G).

Suppose ∆ ≥ 4. Let v be a vertex of G with deg v ≥ 4.

Let ψ be a minimum simple acyclic graphoidal cover of G. Let P1 and P2 be two paths in

ψ having v as a terminal vertex. Let Q = P1 ◦ P−1
2 . Since G is a tree, Q is an induced path

and hence ψ1 = (ψ − {P1, P2}) ∪ {Q} is a simple path cover of G with |ψ1| = |ψ| − 1 = ηas − 1

so that πs(G) ≤ ηas(G) − 1, which is a contradiction. Hence ∆ ≤ 3. �

Theorem 2.20 Let G be a unicyclic graph. Then ηas(G) = πs(G) if and only if ∆ ≤ 3.

Proof Let G be a unicyclic graph with ηas(G) = πs(G). Let k denote the number of

vertices of odd degree and n be the number of pendant vertices of G.

It follows from Theorem 1.10 and Theorem 2.9 that k = 2n. Now, suppose ∆ > 3. Then

2q =
∑

v∈V (G)

deg v=1

deg v +
∑

v∈V (G)

deg v>1

and is odd

deg v +
∑

v∈V (G)

deg v>1

and is even

deg v

> n+ 3(k − n) + 2(p− k)

= 2p,
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which is a contradiction. Hence ∆ ≤ 3. �

The above results lead to the following problem.

Problem 2.21 Characterize graphs for which ηas(G) = πs(G).

In the following theorem we establish a relation connecting the parameters ηas and πs.

Theorem 2.22 For any (p, q)-graph G, ηas(G) ≤ πs(G)+q−p+n− k
2 , where n and k respectively

denote the number of pendant vertices and the number of odd vertices of G. Further, equality

holds if and only if πs(G) = k
2 .

Proof Let ψ be a minimum simple path cover of G. Let i(v) denote the number of paths in

ψ having v ∈ V as an internal vertex. If i(v) ≥ 2, let Pi, where 1 ≤ i ≤ i(v), be the ui-wi path

in ψ having v as an internal vertex and let Qi and Ri, where 2 ≤ i ≤ i(v), respectively denote

the (v, wi)-section and (v, ui)-section of Pi. Let ψ1 be the collection of paths obtained from ψ

by replacing P2, P3, . . . , Pi(v) by Q2, Q3, . . . , Qi(v) and R2, R3, . . . , Ri(v) for every v ∈ V with

i(v) ≥ 2. Then ψ1 is a simple acyclic graphoidal cover of G with |ψ1| = πs(G)+
∑

v∈V

i(v)≥2

(i(v)−1).

Since i(v) ≤
⌊
deg v

2

⌋
, it follows that

ηas(G) ≤ πs(G) +
∑

v∈V

deg v≥4

(⌊
deg v

2

⌋
− 1
)

= πs(G) +
∑

v∈V

deg v≥2

(⌊
deg v

2

⌋
− 1
)

= πs(G) +
∑

v∈V

deg v≥2

⌊
deg v

2

⌋
− (p− n)

= πs(G) +
∑

v∈V

deg v≥2

and is odd

deg v−1
2 +

∑
v∈V

deg v≥2

and is even

deg v
2 − p+ n

= πs(G) +
∑

v∈V

deg v≥2

and is odd

deg v
2 − k−n

2 +
∑

v∈V

deg v≥2

and is even

deg v
2 − p+ n

= πs(G) +
∑

v∈V

deg v≥2

deg v
2 − k

2 + n
2 − p+ n

= πs(G) +
∑
v∈V

deg v
2 − k

2 − p+ n.

= πs(G) + q − p+ n− k
2 .

Thus ηas(G) ≤ πs(G)+q−p+n− k
2 . Further, it is clear that ηas(G) = πs(G)+q−p+n− k

2

if and only if there exist a minimum simple path cover ψ of G such that i(v) =
⌊
deg v

2

⌋
for all

v ∈ V . Hence it follows from Corollary 2.6 that ηas(G) = πs(G) + q − p+ n− k
2 if and only if

πs = k
2 . �

Corollary 2.23 If πs(G) = k
2 , then ηas(G) = q − p+ n.
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Proof Suppose πs(G) = k
2 . By Theorem 2.22, we have ηas(G) ≤ q−p+n. Hence it follows

from Theorem 1.9 that ηas(G) = q − p+ n. �

Remark 2.24 The converse of Corollary 2.23 is not true. For example, ηas(K4,5) = q−p = 11,

whereas πs(K4,5) > 2 = k
2 .
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Abstract: For any vertex u ∈ V (G), let TN(u) = {u} ∪ {uv|uv ∈ E(G), v ∈ V (G)} ∪ {v ∈

V (G)|uv ∈ E(G)} and f a total k−coloring on G. The total-color neighbor of a vertex u of

G is the color set Cf (x) = {f(x)|x ∈ TN (u)}. For any adjacent vertices x and y of V (G)

such that Cf (x) 6= Cf (y), we refer to f as a k AVSDT-coloring of G (the abbreviation of

adjacent-vertex-strongly-distinguishing total coloring of G). The AVSDT-coloring number of

G, denoted by χast(G) is the minimal number of colors required for an AVSDT-coloring of G.

A Smarandachely total coloring of a graph G is an AVSDT-coloring with |Cf (x)\Cf (y)| ≥ 2

and |Cf (y)\Cf (x)| ≥ 2. In this paper, we calculate the AVSDT-coloring number of Sm+Wn.

Keywords: Smarandachely total coloring, join graph, AVSDT-coloring number.

AMS(2000): 05C15, 94C15.

§1. Introduction

Graph coloring is a very important part of graph theory[1]. Recently, the central part is to get

the chromatic number of the relate coloring. While it is a NP-problem to get the relate chromatic

number for most graphs. Now these vertex distinguishing edge coloring[2], adjacent-strongly

edge coloring[3], D(β)-vertex distinguishing edge coloring[4], adjacent-vertex-distinguishing total

coloring[5], D(β)-vertex distinguishing total coloring[6], vertex-distinguishing total coloring[7],

adjacent-vertex-strongly-distinguishing total coloring[8], and a Smarandachely total coloring

etc. for a graph, are becoming an interesting research objects for researchers coming from

information or computer sciences.

Definition 1.1[8] Let G(V,E) be a simple connected graph with |V (G)| ≥ 3, k is a positive

integer, f is a mapping from V (G) ∪ E(G) to {1, 2, · · · , k}. If f satisfies

(1) for any uv ∈ E(G), we have f(u) 6= f(v), f(u) 6= f(uv) 6= f(v);

(2) for any adjacent edges uv, uw ∈ E(G)(v 6= w), we havef(uv) 6= f(uw);

(3) for any edge uv ∈ V (G), we have C(u) 6= C(v),

where C(u) = {f(u)} ∪ {f(v)|uv ∈ E(G)} ∪ {f(uv)|uv ∈ E(G)}, then f is called adjacent-

vertex-strongly-distinguishing total coloring of G, denoted by k-AVSDTC of G for short, and

1Supported by NNSFC(10771091 and 10661007).
2Received July 8, 2008. Accepted September 26, 2008.
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the number

χast(G) = min{k|k −AV SDTC of G}

is called the AVSDT-number of G.

Definition 1.2[1] For a graph G and H with V (G)∩V (H) = ∅, E(G)∩E(H) = ∅, a new graph

G+H called the join of G and H is constructed by

V (G+H) = V (G) ∪ V (H), E(G+H) = E(G) ∪ E(H) ∪ {uv|u ∈ V (G), v ∈ V (H)}.

We once presented a conjecture on the AVSDT-number of a simple connected graph in [8]

following.

Conjecture Let G(V,E) be a simple connected graph with V (G) ≥ 3. Then χast(G) ≤
n + ⌈logn2 ⌉ + 1, where ⌈logn2 ⌉ denotes the minimal integer not less than logn2 , and the equality

holds if and only if G is a complete graph Kn with n = 2k − 2.

For terminologies and notations not defined here, we refer to the reference [1].

§2. Main results

Lemma 2.1 [8] For a simple graph with no isolated edge, if uv ∈ E(G) and d(u) = d(v) = ∆(G),

then

χast(G) ≥ ∆(G) + 2.

Remark When min{m,n}≤4, the AVSDTC-number of Sm +Wn can be obtained easily.

Theorem 2.2 Suppose min{m,n} ≥ 5, then

χast(Sm +Wn) = m+ n+ 3.

Proof We can know that if ∆(u0) = ∆(v0) = m+n+1, then χast(Sm+Wn) ≥ m+n+3 by

Lemma 2.1. In order to prove χast(Sm+Wn) = m+n+3, we only need to give a (m+n+3)−
AV SDTC−coloring of Sm+Wn. Suppose V (Sm) = {ui|i = 0, 1, · · · ,m}, E(Sm) = {u0ui|i =

1, 2, · · · ,m}, V (Wn) = {vi|i = 0, 1, · · · , n}, E(Wn) = {v0vi|i = 1, 2, · · · , n}⋃{v1v2, v2v3, · · · , vnv1}.
Our discussion is divided into two cases by constructing the mapping f : V (G) ∪ E(G) →

{1, 2, · · · ,m+ n+ 3}.

Case 1. m ≥ n ≥ 5

In this case, define

f(u0) = 1; f(ui) = 2, i = 1, 2, · · · ,m; f(vj) = j + 3, j = 0, 1, · · · , n;
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f(u0vj) = j + 2, j = 0, 1, · · · , n− 2; f(u0vn−1) = m+ n+ 1; f(u0vn) = m+ n+ 2;

f(u0ui) = n+ 2 + i, i = 1, 2, · · · ,m− 2; f(u0um−1) = n+ 1; f(u0um) = n+ 2;

f(uivj) = i+ j + 3, i = 1, 2, · · · ,m− 1, j = 0, 1, 2, · · · , n− 2;

f(uivj) = i+ j + 4, i = 1, 2, · · · ,m− 4, j = n− 1, n;

f(um−3vn−1) = m+ n; f(um−3vn) = 3; f(um−2vn−1) = 3; f(um−2vn) = 4;

f(um−1vn−1) = 4; f(um−1vn) = 5; f(umvj) = m+ j + 3, j = 0, 1, · · · , n− 3;

f(umvn−2) = 4; f(umvn−1) = 5; f(umvn) = 6;

f(v0vj) = m+ j + 4, j = 1, 2, · · · , n− 1; f(v0vn) = 1; f(v1vn) = m+ n+ 3.

For j = 1, 2, · · · , n − 1, if n ≡ 0(mod2), then let f(vjvj+1) =





2, j ≡ 1(mod2)

1, j ≡ 0(mod2)
and if

n ≡ 1(mod2), then let f(vjvj+1) =





1, j ≡ 1(mod2);

2, j ≡ 0(mod2).

We can find classes C by the construction f following.

C(u0) = {1, 2, · · · ,m+ n+ 2};
C(ui) = {1, 2, · · · , n+ i+ 4}, i = 1, 2, · · · ,m− 5;

C(ui) = {1, 2, · · · ,m+ n}, i = m− 4,m− 3, · · · ,m;

C(v0) = {1, 2, · · · ,m+3,m+5,m+6, · · · ,m+n+3};C(v1) = {1, 2, · · · ,m+5,m+n+3};
C(vi) = {1, 2, 3, i+ 2, i+ 3, · · · ,m+ i+ 2,m+ i+ 3,m+ i+ 4}, i = 2, 3, · · · , n− 3;

C(vn−2) = {1, 2, 3, 4, n, n+ 1, · · · ,m+ n,m+ n+ 2};
C(vn−1) = {1, 2, 3, 4, 5, n+ 1, n+ 2, · · · ,m+ n− 1,m+ n,m+ n+ 1,m+ n+ 3};
C(vn) = {1, 2, 3, 4, 5, 6, n+ 2, n+ 3, n+ 5, n+ 6, · · · ,m+ n,m+ n+ 2,m+ n+ 3}.

Obviously, C(u) 6= C(v) for all the vertices in Sm + Wn for ∀uv ∈ E(Sm + Wn). So

χast(Sm +Wn) = m+ n+ 3.

Case 2. n > m ≥ 5

Define f as follows in this case.

f(u0) = 1; f(ui) = 2, i = 1, 2, · · · ,m; f(vj) = j + 3, j = 0, 1, · · · , n;

f(u0vj) = j + 2, j = 0, 1, · · · , n− 2; f(u0vn−1) = m+ n+ 1; f(u0vn) = m+ n+ 2;

f(u0ui) = n+ 2 + i, i = 1, 2, · · · ,m− 2; f(u0um−1) = n+ 1; f(u0um) = n+ 2;

f(uivj) = i+ j + 3, i = 1, 2, · · · ,m− 2, j = 1, 2, · · · , n− 2;

f(uivj) = i+ j + 4, i = 1, 2, · · · ,m− 4, j = n− 1, n;

f(um−3vn−1) = m+ n; f(um−3vn) = 3; f(um−2vn−1) = 3; f(um−2vn) = 4;

f(um−1vj) = n+ 2 + j, j = 0, 1, · · · ,m− 2; f(um−1vj) = 5 + j −m, j = m− 1,m, · · · , n;

f(umvj) = n+ 3 + j, j = 0, 1, · · · ,m− 3; f(umvj) = 6 + j −m, j = m− 2,m, · · · , n.
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For j = 1, 2, · · · , n − 1, if n ≡ 0(mod2), let f(vjvj+1) =





2, j ≡ 1(mod2)

1, j ≡ 0(mod2)
and if

n ≡ 1(mod2), then f(vjvj+1) =





1, j ≡ 1(mod2);

2, j ≡ 0(mod2).

When n−m = 1, define

f(v0vj) = m+ j + 4, j = 1, 2, · · · , n− 2;

f(v0vn−1) = n+ 1; f(v0vn) = 1; f(v1vn) = m+ n+ 3.

When n−m ≥ 2, define

f(v0vj) = m+ j + 2, j = 1, 2, · · · , n−m− 1; f(v0vn−m) = m+ n+ 1;

f(v0vn−m+1) = m+ n+ 2; f(v0vj) = m+ j + 2, j = n−m+ 2, n−m+ 3, · · · , n− 2;

f(v0vn−1) = m+ n+ 3; f(v0vn) = 1; f(v1vn) = m+ n+ 3,

Then we know these classes C following by the definition of f .

C(u0) = {1, 2, · · · ,m+ n+ 2};
C(ui) = {1, 2, · · · , n+ i+ 4}, i = 1, 2, · · · ,m− 5;

C(ui) = {1, 2, · · · ,m+ n}, i = m− 4,m− 3, · · · ,m;

C(v0) = {1, 2, · · · ,m+ n+ 3}.

In the case of n−m = 1, we find

C(v1) = {1, 2, · · · ,m+ 2, n+ 3, n+ 4, n+ 5,m+ n+ 3};
C(vj) = {1, 2, 3, j+2, j+3, · · · ,m+ j+1, n+ j+2, n+ j+3, n+4+ j}, i= 2, 3, · · · , n−4;

C(vn−3) = {1, 2, 3, 4, n− 1, n− 2, · · · ,m+ n− 2, 2n− 1, 2n+ 1};
C(vn−2) = {1, 2, 3, 4, 5, n, n+ 1, · · · ,m+ n− 1,m+ n+ 3};
C(vn−1) = {1, 2, 3, , 5, 6, n+ 1, n+ 2, · · · ,m+ n− 1,m+ n,m+ n+ 1};
C(vn) = {1, 2, 3, 4, 6, 7, n+ 2, n+ 3, n+ 5, n+ 6, · · · ,m+ n,m+ n+ 2,m+ n+ 3}.

In the case of n−m ≥ 2, we have

C(v1) = {1, 2, · · · ,m+ 3, n+ 3, n+ 4,m+ n+ 3}.
If n-m-1>m-3, then

C(vj) = {1, 2, 3, j + 2, j + 3, · · · ,m+ j + 2, n+ j + 2, n+ j + 3}, j = 2, 3, · · · ,m− 3;

C(vm−2) = {1, 2, 3, 4,m,m+ 1, · · · , 2m− 1,m+ n, 2m};
C(vj) = {1, 2, 3, j + 2, j + 3, · · · ,m + j + 1, 5 + j − m, 6 + j − m,m + j + 2}, j = m −

1,m, · · · , n−m− 1;

C(vn−m) = {1, 2, 3, n−m+ 2, n−m+ 3, · · · , n+ 1, 5 + n− 2m, 6 + n− 2m,m+ n+ 1};
C(vn−m+1) = {1, 2, 3, n−m+ 3, n−m+ 4, · · · , n+ 2, 6 + n− 2m, 7 + n− 2m,m+ n+ 2};
C(vj) = {1, 2, 3, j+2, j+3, · · · ,m+j+1, 5+j−m, 6+j−m,m+j+2}, j = n−m+2, · · · , n−2;

C(vn−1) = {1, 2, 3, n+1, n+2, · · · ,m+n−1,m+n,m+n+1, n+4−m,n+5−m,m+n+3};
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C(vn) = {1, 2, 3, 4, n+2, n+3, n+5, n+6, · · · ,m+n, n−m+5, n−m+6,m+n+2,m+n+3}.

If n-m-1<m-3, then we get

C(vj) = {1, 2, 3, j + 2, j + 3, · · · ,m+ j + 2, n+ j + 2, n+ j + 3}, j = 2, 3, · · · , n−m− 1;

C(vj) = {1, 2, 3, j + 2, j + 3, · · · , j +m+ 1, n+ 2 + j, n+ 3 + j,m+ n+ 1}, j = n−m;

and if n-m+1<m-2, we get

C(vj) = {1, 2, 3, j+ 2, j + 3, · · · , j +m+ 1, n+ 2 + j, n+ 3 + j,m+ n+ 2}, j = n−m+ 1;

C(vj) = {1, 2, 3, j+2, j+3, · · · ,m+j+1, n+2+j, n+3+j,m+j+2}, j = n−m+2, · · · ,m−3;

C(vm−2) = {1, 2, 3, 4,m,m+ 1, · · · , 2m− 1,m+ n, 2m}.

Now if n−m+ 1 = m− 2, we know

C(vm−2) = {1, 2, 3, 4,m,m+ 1, · · · , 2m− 1,m+ n, n+m+ 2};
and for other cases, we get

C(vj) = {1, 2, 3, j+2, j+3, · · · ,m+j+1, 5+j−m, 6+j−m,m+j+2}, j = m−1,m, · · · , n−2;

C(vn−1) = {1, 2, 3, n+1, n+2, · · · ,m+n−1,m+n,m+n+1, n+4−m,n+5−m,m+n+3};
C(vn) = {1, 2, 3, 4, n+2, n+3, n+5, n+6, · · · ,m+n, n−m+5, n−m+6,m+n+2,m+n+3}.
Finally, if n−m− 1 = m− 3, we obtain

C(vj) = {1, 2, 3, j + 2, j + 3, · · · ,m+ j + 2, n+ j + 2, n+ j + 3}, j = 2, 3, · · · ,m− 3;

C(vj) = {1, 2, 3, 4, j + 2, j + 3, · · · , j +m+ 1, n+ 2 + j, n+ 3 + j,m+ n+ 1}, j = n−m;

C(vj) = {1, 2, 3, 4, 5, j + 2, j + 3, · · · , j +m+ 1, n+ 3 + j,m+ n+ 2}, j = n−m+ 1;

C(vj) = {1, 2, 3, j+2, j+3, · · · ,m+j+1, 5+j−m, 6+j−m,m+j+2}, j = n−m+2, · · · , n−2;

C(vn−1) = {1, 2, 3, n+1, n+2, · · · ,m+n−1,m+n,m+n+1, n+4−m,n+5−m,m+n+3};
C(vn) = {1, 2, 3, 4, n+2, n+3, n+5, n+6, · · · ,m+n, n−m+5, n−m+6,m+n+2,m+n+3}.

Obviously, C(u) 6= C(v) for all the vertices in Sm + Wn for ∀uv ∈ E(Sm + Wn). So

χast(Sm +Wn) = m+ n+ 3. �
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Abstract: Classifying objects needs permutation groups in mathematics. Similarly, con-

sideration should be also done for actions of multi-groups, i.e., permutation multi-groups.

In this paper, we consider the action of multi-groups on a finite multi-set, its orbits, multi-

transitive, primitive, etc. By choosing an element p in or not in a permutation group Γ, define

a new operation ◦p enables us to finding permutation multi-groups. Considering such per-

mutation multi-groups, some interesting results in finite permutation groups are generalized

to permutation multi-groups.

Key Words: Action of multi-group, permutation multi-group, representation, transitive.
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§1. Introduction

A bijection f : X → X is called a permutation of X . In the case of finite, there is a useful way

for representing a permutation τ on X , |X | = n by a 2 × n table following,

τ =


 x1 x2 · · · xn

y1 y2 · · · yn,


 ,

where, xi, yi ∈ X and xi 6= xj , yi 6= yj if i 6= j for 1 ≤ i, j ≤ n. For three sets X,Y and Z,

let f : X → Y and h : Y → Z be mapping. Define a mapping h ◦ f : X → Z, called the

composition of f and h by

h ◦ f(x) = h(f(x))

for ∀x ∈ X . For example, let

τ =


 x1 x2 · · · xn

y1 y2 · · · yn,


 ,

and

ς =


 y1 y2 · · · yn

z1 z2 · · · zn,


 .

1Received July 8, 2008. Accepted September 28, 2008.
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Then

σ =


 x1 x2 · · · xn

y1 y2 · · · yn,




 y1 y2 · · · yn

z1 z2 · · · zn,


 =


 x1 x2 · · · xn

z1 z2 · · · zn,


 .

It is well-known that all permutations form a group Π(X) under the composition operation.

For ∀p ∈ Π(X), define an operation ◦p : Π(X) × Π(X) → Π(X) by

σ ◦p ς = σpς, for ∀σ, ς ∈ Π(X).

Then we have

Theorem 1.1 (Π(X); ◦p) is a group.

Proof We check these conditions for a group hold in (Π(X); ◦p). In fact, for ∀τ, σ, ς ∈ Π(X),

(τ ◦p σ) ◦p ς = (τpσ) ◦p ς = τpσpς

= τp(σ ◦p ς) = τ ◦p (σ ◦p ς).

The unit in (Π(X); ◦p) is 1◦p
= p−1. In fact, for ∀θ ∈ Π(X), we have that p−1 ◦p θ =

θ ◦p p−1 = θ.

For an element σ ∈ Π(X), σ−1
◦p

= p−1σ−1p−1 = (pσp)−1. In fact,

σ ◦p (pσp)−1 = σpp−1σ−1p−1 = p−1 = 1◦p
,

(pσp)−1 ◦p σ = p−1σ−1p−1pσ = p−1 = 1◦p
.

By definition, we know that (Π(X); ◦p) is a group. �

Notice that if p = 1X , the operation ◦p is just the composition operation and (Π(X); ◦p)
is the symmetric group Sym(X) on X . Furthermore, Theorem 1.1 opens a general way for

constructing multi-groups on permutations, which enables us to find the next result.

Theorem 1.2 Let Γ be a permutation group on X, i.e., Γ ≺ Sim(X). For given m permutations

p1, p2, · · · , pm ∈ Γ, (Γ;OP ) with OP = {◦p, p ∈ P}, P = {pi, 1 ≤ i ≤ m} is a permutation

multi-group, denoted by G P
X .

Proof First, we check that (Γ; {◦pi
, 1 ≤ i ≤ m}) is an associative system. Actually, for

∀σ, ς, τ ∈ G and p, q ∈ {p1, p2, · · · , pm}, we know that

(τ ◦p σ) ◦q ς = (τpσ) ◦q ς = τpσqς

= τp(σ ◦q ς) = τ ◦p (σ ◦q ς).
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Similar to the proof of Theorem 1.1, we know that (Γ; ◦pi
) is a group for any integer

i, 1 ≤ i ≤ m. In fact, 1◦pi
= p−1

i and σ−1
◦pi

= (piσpi)
−1 in (G ; ◦pi

). �

§2. Multi-permutation Representations

The construction for permutation multi-groups shown in Theorems 1.1− 1.2 can be also trans-

ferred to permutations on vector as follows, which is useful in some circumstances.

Choose m permutations p1, p2, · · · , pm on X. An m-permutation on x ∈ X is defined by

p(m) : x→ (p1(x), p2(x), · · · , pm(x)),

i.e., an m-vector on x.

Denoted by Π(s)(X) all such s-vectors p(m). Let ◦ be an operation on X . Define a bullet

operation of two m-permutations

P (m) = (p1, p2, · · · , pm),

Q(sm) = (q1, q2, · · · , qm)

on ◦ by

P (s) •Q(s) = (p1 ◦ q1, p2 ◦ q2, · · · , pm ◦ qm).

Whence, if there are l-operations ◦i, 1 ≤ i ≤ l onX , we obtain an s-permutation system Π(s)(X)

under these l bullet operations •i, 1 ≤ i ≤ l, denoted by (Π(s)(X);⊙l1), where ⊙l1 = {•i|1 ≤ i ≤
l}.

Theorem 2.1 Any s-operation system (H , Õ) on H with units 1◦i
for each operation ◦i, 1 ≤

i ≤ s in Õ is isomorphic to an s-permutation system (Π(s)(H );⊙s1).

Proof For a ∈ H , define an s-permutation σa ∈ Π(s)(H ) by

σa(x) = (a ◦1 x, a ◦2 x, · · · , a ◦s x)
for ∀x ∈ H .

Now let π : H → Π(s)(H ) be determined by π(a) = σ
(s)
a for ∀a ∈ H . Since

σa(1◦i
) = (a ◦1 1◦i

, · · · , a ◦i−1 1◦i
, a, a ◦i+1 1◦i

, · · · , a ◦s 1◦i
),

we know that for a, b ∈ H , σa 6= σb if a 6= b. Hence, π is a 1 − 1 and onto mapping. For

∀i, 1 ≤ i ≤ s and ∀x ∈ H , we find that

π(a ◦i b)(x) = σa◦ib(x)

= (a ◦i b ◦1 x, a ◦i b ◦2 x, · · · , a ◦i b ◦s x)
= (a ◦1 x, a ◦2 x, · · · , a ◦s x) •i (b ◦1 x, b ◦2 x, · · · , b ◦s x)
= σa(x) •i σb(x) = π(a) •i π(b)(x).
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Therefore, π(a ◦i b) = π(a) •i π(b), which implies that π is an isomorphism from (H , Õ)

to (Π(s)(H );⊙s1). �

According to Theorem 2.1, these algebraic multi-systems are the same as permutation

multi-systems, particularly for multi-groups.

Corollary 2.1 Any s-group (H , Õ) with Õ = {◦i|1 ≤ i ≤ s} is isomorphic to an s-permutation

multi-group (Π(s)(H );⊙s1).

Proof It can be shown easily that (Π(s)(H );⊙s1) is a multi-group if (H , Õ) is a multi-

group. �

For the special case of s = 1 in Corollary 2.1, we get the well-known Cayley result on

groups.

Corollary 2.2(Cayley) A group G is isomorphic to a permutation group.

As shown in Theorem 1.2, many operations can be defined on a permutation group G,

which enables it to be a permutation multi-group, and generally, these operations ◦i, 1 ≤ i ≤ s

on permutations in Theorem 2.1 need not to be the composition of permutations. If we choose

all ◦i, 1 ≤ i ≤ s to be just the composition of permutation, then all bullet operations in ⊙s1 is

the same, denoted by ⊙. We find an interesting result following which also implies the Cayley’s

result on groups, i.e., Corollary 2.2.

Theorem 2.2 (Π(s)(H );⊙) is a group of order (n!)!
(n!−s)! .

Proof By definition, we know that

P (s)(x) ⊙Q(s)(x) = (P1Q1(x), P2Q2(x), · · · , PsQs(x))

for ∀P (s), Q(s) ∈ Π(s)(H ) and ∀x ∈ H . Whence, (1, 1, · · · , 1) (l entries 1) is the unit and

(P−(s)) = (P−1
1 , P−1

2 , · · · , P−1
s ) the inverse of P (s) = (P1, P2, · · · , Ps) in (Π(s)(H );⊙). There-

fore, (Π(s)(H );⊙) is a group.

Calculation shows that the order of Π(s)(H ) is


 n!

s


 s! =

(n!)!

(n! − s)!
,

which completes the proof. �

§3. Action of Multi-group

Let (Ã ; Õ) be a multi-group, where Ã =
m⋃
i=1

Hi, Õ =
m⋃
i=1

Oi, and X̃ =
m⋃
i=1

Xi a multi-set. An

action ϕ of (Ã ; Õ) on X̃ is defined to be a homomorphism

ϕ : (Ã ; Õ) →
m⋃

i=1

G
Pi

Xi
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for sets P1, P2, · · · , Pm ≥ 1 of permutations, i.e., for ∀h ∈ Hi, 1 ≤ i ≤ m, there is a permutation

ϕ(h) : x→ xh with conditions following hold,

ϕ(h ◦ g) = ϕ(h)ϕ(◦)ϕ(g), for h, g ∈ Hi and ◦ ∈ Oi.

Whence, we only need to consider the action of permutation multi-groups on multi-sets.

Let = (Ã ; Õ) be a multi-group action on a multi-set X̃, denoted by G . For a subset ∆ ⊂ X̃,

x ∈ ∆, we define

xG = { xg | ∀g ∈ G } and Gx = { g | xg = x, g ∈ G },

called the orbit and stabilizer of x under the action of G and sets

G∆ = { g | xg = x, g ∈ G for ∀x ∈ ∆},

G(∆) = { g | ∆g = ∆, g ∈ G for ∀x ∈ ∆},

respectively. Then we know the result following.

Theorem 3.1 Let Γ be a permutation group action on X and G P
X a permutation multi-group

(Γ; OP ) with P = {p1, p2, · · · , pm} and pi ∈ Γ for integers 1 ≤ i ≤ m. Then

(i) |G P
X | = |(G P

X )x||xG
P
X |, ∀x ∈ X ;

(ii) for ∀∆ ⊂ X, ((G P
X )∆,OP ) is a permutation multi-group if and only if pi ∈ P for

1 6 i ≤ m.

Proof By definition, we know that

(G P
X )x = Γx, and xG

P
X = xΓ

for x ∈ X and ∆ ⊂ X . Assume that xΓ = {x1, x2, · · · , xl} with xgi = xi. Then we must have

Γ =

l⋃

i=1

giΓx.

In fact, for ∀h ∈ Γ, let xh = xk, 1 ≤ k ≤ m. Then xh = xgk , i.e., xhg
−1
k = x. Whence, we get

that hg−1
k ∈ Γx, namely, h ∈ gkΓx.

For integers i, j, i 6= j, there are must be giΓx∩gjΓx = ∅. Otherwise, there exist h1, h2 ∈ Γx

such that gih1 = gjh2. We get that xi = xgi = xgjh2h
−1
1 = xgj = xj , a contradiction.

Therefore, we find that

|G P
X | = |Γ| = |Γx||xΓ| = |(G P

X )x||xG
P
X |.

This is the assertion (i). For (ii), notice that (G P
X )∆ = Γ∆ and Γ∆ is itself a permutation

group. Applying Theorem 1.2, we find it. �

Particularly, for a permutation group Γ action on Ω, i.e., all pi = 1X for 1 ≤ i ≤ m, we

get a consequence of Theorem 3.1.
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Corollary 3.1 Let Γ be a permutation group action on Ω. Then

(i) |Γ| = |Γx||xΓ|, ∀x ∈ Ω;

(ii) for ∀∆ ⊂ Ω, Γ∆ is a permutation group.

Theorem 3.2 Let Γ be a permutation group action on X and G P
X a permutation multi-group

(Γ; OP ) with P = {p1, p2, · · · , pm}, pi ∈ Γ for integers 1 ≤ i ≤ m and Orb(X) the orbital sets

of G P
X action on X. Then

|Orb(X)| =
1

|G P
X |

∑

p∈G P
X

|Φ(p)|,

where Φ(p) is the fixed set of p, i.e., Φ(p) = {x ∈ X |xp = x}.

Proof Consider a set E = {(p, x) ∈ G P
X ×X |xp = x}. Then we know that E(p, ∗) = Φ(p)

and E(∗, x) = (G P
X )x. Counting these elements in E, we find that

∑

p∈G P
X

|Φ(p)| =
∑

x∈X

(G P
X )x.

Now let xi, 1 ≤ i ≤ |Orb(X)| be representations of different orbits in Orb(X). For an

element y in x
G

P
X

i , let y = xgi for an element g ∈ G P
X . Now if h ∈ (G P

X )y , i.e., yh = y,

then we find that (xgi )
h = xgi . Whence, xghg

−1

i = xi. We obtain that ghg−1 ∈ (G P
X )xi

, namely,

h ∈ g−1(G P
X )xi

g. Therefore, (G P
X )y ⊂ g−1(G P

X )xi
g. Similarly, we get that (G P

X )xi
⊂ g(G P

X )yg
−1,

i.e., (G P
X )y = g−1(G P

X )xi
g. We know that |(G P

X )y| = |(G P
X )xi

| for any element in x
G

P
X

i , 1 ≤ i ≤
|Orb(X)|. This enables us to obtain that

∑

p∈G P
X

|Φ(p)| =
∑

x∈X

(G P
X )x

=

|Orb(X)|∑

i=1

∑

y∈x
GP

X
i

|(G P
X )xi

|

=

|Orb(X)|∑

i=1

|xG
P
X

i ||(G P
X )xi

|

=

|Orb(X)|∑

i=1

|G P
X | = |Orb(X)||G P

X |

by applying Theorem 3.1. This completes the proof. �

For a permutation group Γ action on Ω, i.e., all pi = 1X for 1 ≤ i ≤ m, we get the famous

Burnside’s Lemma by Theorem 3.2.

Corollary 3.2(Burnside’s Lemma) Let Γ be a permutation group action on Ω. Then

|Orb(Ω)| =
1

|Γ|
∑

g∈Γ

|Φ(g)|.
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§4. Transitive Multi-groups

A permutation multi-group G P
X is transitive onX if |Orb(X)| = 1, i.e., for any elements x, y ∈ X ,

there is an element g ∈ G P
X such that xg = y. In this case, we know formulae following by

Theorems 3.1 and 3.2.

|G P
X | = |X ||(G P

X )x| and |G P
X | =

∑

p∈G P
X

|Φ(p)|

Similarly, a permutation multi-group G P
X is k-transitive on X if for any two k-tuples

(x1, x2, · · · , xk) and (y1, y2, · · · , yk), there is an element g ∈ G P
X such that xgi = yi for any

integer i, 1 ≤ i ≤ k. It is well-known that Sym(X) is |X |-transitive on a finite set X .

Theorem 4.1 Let Γ be a transitive group action on X and G P
X a permutation multi-group

(Γ; OP ) with P = {p1, p2, · · · , pm} and pi ∈ Γ for integers 1 ≤ i ≤ m. Then for an integer k,

(i) (Γ;X) is k-transitive if and only if (Γx;X \ {x}) is (k − 1)-transitive;

(ii) G P
X is k-transitive on X if and only if (G P

X )x is (k − 1)-transitive on X \ {x}.

Proof If Γ is k-transitive on X , it is obvious that Γ is (k − 1)-transitive on X itself.

Conversely, if Γx is (k − 1)-transitive on X \ {x}, then for two k-tuples (x1, x2, · · · , xk) and

(y1, y2, · · · , yk), there are elements g1, g2 ∈ Γ and h ∈ Γx such that

xg11 = x, yg21 = x and (xg1i )h = yg2i

for any integer i, 2 ≤ i ≤ k. Therefore,

x
g1hg

−1
2

i = yi, 1 ≤ i ≤ k.

We know that Γ is ‘k-transitive on X . This is the assertion of (i).

By definition, G P
X is k-transitive on X if and only if Γ is k-transitive, i.e., (G P

X )x is (k− 1)-

transitive on X \ {x} by (i), which is the assertion of (ii). �

Applying Theorems 3.1 and 4.1 repeatedly, we get an interesting consequence for k-

transitive multi-groups.

Theorem 4.2 Let G P
X be a k-transitive multi-group and ∆ ⊂ X with |∆| = k. Then

|G P
X | = |X |(|X | − 1) · · · (|X | − k + 1|(G P

X )∆|.

Particularly, a k-transitive multi-group G P
X with |G P

X | = |X |(|X | − 1) · · · (|X | − k + 1| is

called a sharply k-transitive multi-group. For example, choose Γ = Sym(X) with |X | = n,

i.e., the symmetric group Sn and permutations pi ∈ Sn, 1 ≤ i ≤ m, we get an n-transitive

multi-group (Sn; OP ) with P = {p1, p2, · · · , pm}.
Let Γ be a transitive group action on X and G P

X a permutation multi-group (Γ;OP ) with

P = {p1, p2, · · · , pm}, pi ∈ Γ for integers 1 ≤ i ≤ m. An equivalent relation R on X is

G P
X -admissible if for ∀(x, y) ∈ R, there is (xg, yg) ∈ R for ∀g ∈ G P

X . For a given set X and

permutation multi-group G P
X , it can be shown easily by definition that
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R = X ×X or R = {(x, x)|x ∈ X}

are G P
X -admissible, called trivially G P

X -admissible relations. A transitive multi-group G P
X is

primitive if there are no G P
X -admissible relations R on X unless R = X ×X or R = {(x, x)|x ∈

X}, i.e., the trivially relations. The next result shows the existence of primitive multi-groups.

Theorem 4.3 Every k-transitive multi-group G P
X is primitive if k ≥ 2.

Proof Otherwise, there is a G P
X -admissible relations R on X such that R 6= X ×X and

R 6= {(x, x)|x ∈ X}. Whence, there must exists (x, y) ∈ R, x, y ∈ X and x 6= y. By assumption,

G P
X is k-transitive on X , k ≥ 2. For ∀z ∈ X , there is an element g ∈ G P

X such that xg = x

and yg = z. This fact implies that (x, z) ∈ R for ∀z ∈ X by definition. Notice that R is an

equivalence relation on X . For ∀z1, z2 ∈ X , we get (z1, x), (x, z2) ∈ R. Thereafter, (z1, z2) ∈ R,

namely, R = X ×X , a contradiction. �

There is a simple criterion for determining which permutation multi-group is primitive by

maximal stabilizers following.

Theorem 4.4 A transitive multi-group G P
X is primitive if and only if there is an element x ∈ X

such that p ∈ (G P
X )x for ∀p ∈ P and if there is a permutation multi-group (H; OP ) enabling

((G P
X )x; OP ) ≺ (H; OP ) ≺ G P

X , then (H; OP ) = ((G P
X )x; OP ) or G P

X .

Proof If (H; OP ) be a multi-group with ((G P
X )x; OP ) ≺ (H; OP ) ≺ G P

X for an element

x ∈ X , define a relation

R = { (xg , xg◦h) | g ∈ G
P
X , h ∈ H }.

for a chosen operation ◦ ∈ OP . Then R is a G P
X -admissible equivalent relation. In fact, it

is G P
X -admissible, reflexive and symmetric by definition. For its transitiveness, let (s, t) ∈ R,

(t, u) ∈ R. Then there are elements g1, g2 ∈ G P
X and h1, h2 ∈ H such that

s = xg1 , t = xg1◦h1 , t = xg2 , u = xg2◦h2 .

Hence, xg
−1
2 ◦g1◦h1 = x, i.e., g−1

2 ◦ g1 ◦ h1 ∈ H. Whence, g−1
2 ◦ g1, g−1

1 ◦ g2 ∈ H. Let g∗ = g1,

h∗ = g−1
1 ◦ g2 ◦ h2. We find that s = xg

∗

, u = xg
∗◦h∗

. Therefore, (s, u) ∈ R. This concludes

that R is an equivalent relation.

Now if G P
X is primitive, then R = {(x, x)|x ∈ X} or R = X × X by definition. Assume

R = {(x, x)|x ∈ X}. Then s = xg and t = xg◦h implies that s = t for ∀g ∈ G P
X and h ∈ H.

Particularly, for g = 1◦, we find that xh = x for ∀h ∈ H, i.e., (H; OP ) = ((G P
X )x; OP ).

If R = X ×X , then (x, xf ) ∈ R for ∀f ∈ G P
X . In this case, there must exist g ∈ G P

X and

h ∈ H such that x = xg, xf = xg◦h. Whence, g ∈ ((G P
X )x; OP ) ≺ (H; OP ) and g−1 ◦ h−1 ◦ f ∈

((G P
X )x; OP ) ≺ (H; OP ). Therefore, f ∈ H and (H; OP ) = ((G P

X ); OP ).

Conversely, assume R to be a G P
X -admissible equivalent relation and there is an element

x ∈ X such that p ∈ (G P
X )x for ∀p ∈ P , ((G P

X )x; OP ) ≺ (H; OP ) ≺ G P
X implies that (H; OP ) =

((G P
X )x; OP ) or ((G P

X ); OP ). Define

H = { h ∈ G
P
X | (x, xh) ∈ R }.
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Then (H; OP ) is multi-subgroup of G P
X which contains a multi-subgroup ((G P

X )x; OP ) by defi-

nition. Whence, (H; OP ) = ((G P
X )x; OP ) or G P

X .

If (H; OP ) = ((G P
X )x; OP ), then x is only equivalent to itself. Since G P

X is transitive on X ,

we know that R = {(x, x)|x ∈ X}.
If (H; OP ) = G P

X , by the transitiveness of G P
X on X again, we find that R = X × X .

Combining these discussions, we conclude that G P
X is primitive. �

Choose p = 1X for each p ∈ P in Theorem 4.4, we get a well-known result in classical

permutation groups following.

Corollary 4.1 A transitive group Γ is primitive if and only if there is an element x ∈ X such

that a subgroup H with Γx ≺ H ≺ Γ hold implies that H = Γx or Γ.

§5. Extended Permutation Multi-groups

Let Γ be a permutation group action on a set X and P ⊂ Π(X). We have shown in Theorem

1.2 that (Γ; OP ) is a multi-group if P ⊂ Γ. Then what can we say if not all p ∈ P are in Γ? For

this case, we introduce a new multi-group (Γ̃; OP ) on X , the permutation multi-group generated

by P in Γ by

Γ̃ = { g1 ◦p1 g2 ◦p2 · · · ◦pl
gl+1 | gi ∈ Γ, pj ∈ P, 1 ≤ i ≤ l + 1, 1 ≤ j ≤ l },

denoted by
〈
ΓPX
〉
. This multi-group has good behavior like G P

X , also a kind way of extending a

group to a multi-group. For convenience, a group generated by a set S with the operation in Γ

is denoted by 〈S〉Γ.

Theorem 5.1 Let Γ be a permutation group action on a set X and P ⊂ Π(X). Then

(i)
〈
ΓPX
〉

= 〈Γ ∪ P 〉Γ, particularly,
〈
ΓPX
〉

= G P
X if and only if P ⊂ Γ;

(ii) for any subgroup Λ of Γ, there exists a subset P ⊂ Γ such that

〈
ΛPX ; OP

〉
=
〈
ΓPX
〉
.

Proof By definition, for ∀a, b ∈ Γ and p ∈ P , we know that

a ◦p b = apb.

Choosing a = b = 1Γ, we find that

a ◦p b = p,

i.e., Γ ⊂ Γ̃. Whence,

〈Γ ∪ P 〉Γ ⊂
〈
ΓPX
〉
.

Now for ∀gi ∈ Γ and pj ∈ P , 1 ≤ i ≤ l + 1, 1 ≤ j ≤ l, we know that
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g1 ◦p1 g2 ◦p2 · · · ◦pl
gl+1 = g1p1g2p2 · · · plgl+1,

which means that

〈
ΓPX
〉
⊂ 〈Γ ∪ P 〉Γ .

Therefore,

〈
ΓPX
〉

= 〈Γ ∪ P 〉Γ .

Now if
〈
ΓPX
〉

= G P
X , i.e., 〈Γ ∪ P 〉Γ = Γ, there must be P ⊂ Γ. According to Theorem 1.2,

this concludes the assertion (i).

For the assertion (ii), notice that if P = Γ \ Λ, we get that

〈
ΛPX
〉

=
〈
Λ
⋃
P
〉

Γ
= Γ

by (i). Whence, there always exists a subset P ⊂ Γ such that

〈
ΛPX ; OP

〉
=
〈
ΓPX
〉
.

�

Theorem 5.2 Let Γ be a permutation group action on a set X. For an integer k ≥ 1, there is

a set P ∈ Π(X) with |P | ≤ k such that
〈
ΓPX
〉

is k-transitive.

Proof Notice that the symmetric group Sym(X) is |X |-transitive for any finite set X . If

Γ is k-transitive on X , choose P = ∅ enabling the conclusion true. Otherwise, assume these

orbits of Γ action on X to be O1, O2, · · · , Os, where s = |Orb(X)|. Construct a permutation

p ∈ Π(X) by

p = (x1, x2, · · · , xs),

where xi ∈ Oi, 1 ≤ i ≤ s and let P = {p} ⊂ Sym(X). Applying Theorem 5.1, we know that〈
ΓPX
〉

= 〈Γ ∪ P 〉Γ is transitive on X with |P | = 1.

Now for an integer k, if
〈
ΓP1

X

〉
is k-transitive with |P1| ≤ k, let O′

1, O
′
2, · · · , O′

l be these

orbits of the stabilizer
〈
ΓP1

X

〉
y1y2···yk

action on X \ {y1, y2, · · · , yk}. Construct a permutation

q = (z1, z2, · · · , zl),

where zi ∈ O′
i, 1 ≤ i ≤ l and let P2 = P1 ∪ {q}. Applying Theorem 5.1 again, we find that〈

ΓP2

X

〉
y1y2···yk

is transitive on X \ {y1, y2, · · · , yk}, where |P2| ≤ |P1| + 1. Therefore,
〈
ΓP2

X

〉
is

(k + 1)-transitive on X with |P2| ≤ k + 1 by Theorem 2.5.7.

Applying the induction principle, we get the conclusion. �

Notice that any k-transitive multi-group is primitive if k ≥ 2 by Theorem 4.3. We have a

corollary following by Theorem 5.2.
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Corollary 5.1 Let Γ be a permutation group action on a set X. There is a set P ∈ Π(X) such

that
〈
ΓPX
〉

is primitive.
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If you would not forgotten as soon as you are dead, either write things worth

reading or do things worth write.

By Benjamin Franklin, an American Scientist.



Author Information

Submission: Papers only in electronic form are considered for possible publication. Papers

prepared in formats, viz., .tex, .dvi, .pdf, or.ps may be submitted electronically to one member

of the Editorial Board for consideration in the International Journal of Mathematical

Combinatorics (ISSN 1937-1055). An effort is made to publish a paper duly recommended

by a referee within a period of 3 months. Articles received are immediately put the refer-

ees/members of the Editorial Board for their opinion who generally pass on the same in six

week’s time or less. In case of clear recommendation for publication, the paper is accommo-

dated in an issue to appear next. Each submitted paper is not returned, hence we advise the

authors to keep a copy of their submitted papers for further processing.

Abstract: Authors are requested to provide an abstract of not more than 250 words, lat-

est Mathematics Subject Classification of the American Mathematical Society, Keywords and

phrases. Statements of Lemmas, Propositions and Theorems should be set in italics and ref-

erences should be arranged in alphabetical order by the surname of the first author in the

following style:

Books

[4]K. Kawakubo, The Theory of Transformation Groups, Oxford University Press, New York,

1991.

Research papers

[8]K. K. Azad and Gunjan Agrawal, On the projective cover of an orbit space, J. Austral. Math.

Soc. 46 (1989), 308-312.

[9]Kavita Srivastava, On singular H-closed extensions, Proc. Amer. Math. Soc. (to appear).

Figures: Figures should be sent as: fair copy on paper, whenever possible scaled to about 200%,

or as EPS file. In addition, all figures and tables should be numbered and the appropriate space

reserved in the text, with the insertion point clearly indicated.

Copyright: It is assumed that the submitted manuscript has not been published and will not

be simultaneously submitted or published elsewhere. By submitting a manuscript, the authors

agree that the copyright for their articles is transferred to the publisher, if and when, the

paper is accepted for publication. The publisher cannot take the responsibility of any loss of

manuscript. Therefore, authors are requested to maintain a copy at their end.

Proofs: One set of galley proofs of a paper will be sent to the author submitting the paper,

unless requested otherwise, without the original manuscript, for corrections after the paper is

accepted for publication on the basis of the recommendation of referees. Corrections should be

restricted to typesetting errors. Authors are advised to check their proofs very carefully before

return.

Reprints: One copy of the journal included his or her paper(s) are provided to the authors

freely. Additional sets may be ordered at the time of proof correction.



October, 2008

Contents

Extending Homomorphism Theorem to Multi-Systems

BY LINFAN MAO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 01

A Double Cryptography Using the Smarandache Keedwell Cross Inverse

Quasigroup
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