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ABSTRACT

More than 40 years of radiosonde data from two Antarctic stations are examined for changes in the date of

the final stratospheric warming that occurs each year as the vortex breaks up in spring/summer. A new

measure of this date is derived that does not rely on specification of a threshold, as has been common pre-

viously. The date of final warming takes between 10 and 40 days to progress from 30 to 100 hPa and occurs 20–

30 days later in the 1990s than in the 1960s. Multiple linear regression analyses of these final warming dates,

and also of the vertical profile of the southern annular mode (SAM), are presented. Only a weak signal is

found for a linear trend, but a significant response is found throughout the atmosphere to ozone mass deficit

(OMD), representing stratospheric ozone loss. In the SAM a significant response to the combined influence of

solar variability and the quasi-biennial oscillation (QBO) is also found. The seasonal evolution of these signals

in the NCEP Reanalysis zonal mean temperatures is examined and their influences on final warming dates is

calculated. This confirms that ozone loss is primarily responsible for the delayed warming in the lower

stratosphere in recent years, but suggests that the phase of solar activity and the QBO also have an effect. The

apparent downward progression of the signal of OMD, and of the combined solar activity and QBO, extends

well into the upper troposphere and appears to be caused simply by a delay in the top-down breakup of the

vortex.

1. Introduction

Studies of trends in polar stratospheric temperatures

have shown a cooling over recent decades, especially in

late spring and early summer, that has been ascribed to

both increasing concentrations of carbon dioxide and

decreasing concentrations of ozone (Randel and Wu

1999; Thompson and Solomon 2005). These cooling

trends appear to propagate downward into the tropo-

sphere in summer, and considerable evidence now exists

that the state of the polar stratosphere influences the

troposphere on time scales of weeks to months. In par-

ticular, it appears from analyses of observational data

that strong/weak conditions of the Antarctic strato-

spheric polar vortex are followed by anomalies of simi-

lar sign in the circulation of the troposphere (Thompson

et al. 2005). One measure of the strength of the vortex is

its persistence with deeper, colder vortices tending to

last longer into the spring; several studies (including

Waugh and Randel 1999; Waugh et al. 1999; Karpetchko

et al. 2005; Black and McDaniel 2007) have indicated

a trend over the 1980s and 1990s toward a later vortex

breakdown.

Two questions arise: First, is it possible to identify

specific factors that influence the state of the polar vor-

tex? Second, by what mechanisms do the stratospheric

anomalies influence the atmosphere below? In what fol-

lows we derive from radiosonde ascents above two Ant-

arctic stations estimates of the date of final warming of

the polar vortex based on a measure of the rate of change

of temperature at several pressure levels within the lower

stratosphere. We present a multiple regression analysis

of Southern Hemisphere polar temperatures, using the

National Centers for Environmental Prediction (NCEP)

reanalysis dataset, designed to show the influence of various
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factors on the seasonal evolution of the polar vortex. We

apply the same definition of final warming date as used

on the radiosonde temperatures to the NCEP polar data

to indicate the extent to which these factors may in-

fluence the breakdown of the vortex. Here we do not

investigate any specific mechanisms, but analyze the ap-

parent propagation of stratospheric anomalies downward

into the troposphere.

2. Date of final warming of the Antarctic polar
vortex

We use radiosonde data acquired once or twice daily

from January 1961 to February 2007 at the South Pole

and from April 1957 to February 2007 at Halley (758359S).

Measurements are available at pressure levels 100, 50, and

30 hPa; data at 70 hPa are also available since January

1962 from Halley and since January 1996 from the South

Pole. The records from both stations have occasional gaps

of up to several months duration, especially at earlier dates

and lower pressures. Examples of the raw measurements

from the South Pole throughout two 12-month periods,

1964/65 and 1999/2000, are given in Fig. 1a. A key feature

is the steep warming during October or November, oc-

curring later at higher pressures, representing a single-

station perspective on the spring breakdown of the polar

vortex.

The definition of the date of vortex breakdown is sub-

jective. Waugh et al. (1999) describe several approaches

based on spatial diagnostics such as the area inside a cho-

sen potential vorticity (PV) contour, the meridional gra-

dient of PV at the vortex edge, or the area covered by

strong zonal winds. Zhou et al. (2000) use vortex area;

Black and McDaniel (2007) choose the zonal mean zonal

wind at the core of the jet, defined to be at (608S, 50 hPa).

The final warming date is then determined by the time

at which one of the diagnostics crosses a predetermined

threshold. These measures provide useful objective indi-

cations of vortex parameters, including size, shape, and

position, and of their evolution through the seasonal cycle.

Use of these measures to investigate longer-term (multi-

annual) variability in the final warming date, however,

may be problematic owing to their reliance on a chosen

threshold. Waugh and Randel (1999) assess the depen-

dence of the calculated date to the choice of parameter

and find that its decadal variability is relatively insensitive

to this choice, but this does not allow for long-term vari-

ations in the background fields. The same threshold value

for the final warming date cannot be assumed to apply to

situations in which the vortex is breaking down within

different environments, specifically in the context of a

general cooling, as the threshold value may be crossed at

a different phase of the seasonal cycle.

Here we have used a measure based not on an abso-

lute value of a characteristic of the vortex but on its

temporal evolution. This may not provide a better def-

inition, per se, of the final warming date but it does avoid

the possibility of the artifacts associated with threshold

techniques. This approach could be applied to any of the

measures outlined above; here we first demonstrate its

use on the radiosonde temperature time series and then

apply it to zonal mean high-latitude temperatures from

the NCEP reanalysis.

To reduce nonuniformity in sampling, the radiosonde

temperatures were first averaged into 3-day periods;

they were then smoothed using a base-21 triangular fil-

ter. Tests have shown that our results are not sensitive to

the choice of these values, provided that the width of the

overall filter window is on the order of one month. We

have not yet applied our approach to Northern Hemi-

sphere data for which the choice of filter may be more

crucial given the much greater variability. However, it is

worth noting that our technique coped satisfactorily

with the large Antarctic sudden warming of September

2002, being able to differentiate its shape from that of

the final warming.

The impact of the filtering can be seen in Fig. 1b,

which shows that while the noisy component of the time

series is removed, the main features remain. The sea-

sonal evolution is clear, and its variation with altitude

shows the amplitude of the annual cycle increasing with

decreasing pressure and phases of the cycle occurring

earlier; that is, the spring warming occurring first at

higher altitudes and the vortex breakdown occurring

progressively later at lower altitudes. As discussed in

earlier studies, the definition of final warming date is

subjective. One possibility would be to use the time of

maximum temperature, but this is somewhat imprecise,

especially at higher pressures, due to the flatness of the

peaks. Instead, we use the date at which the second

derivative, with respect to time, is a minimum. This is

much better defined than the maximum temperature, as

shown in Fig. 1d, and is also intuitively satisfactory in the

sense that it represents the date (at each pressure level)

at which the temperatures begin to turn round.

The years presented in Fig. 1 are chosen because they

represent examples of an early (1964/65) and late (1999/

2000) breakdown. The final warming dates at 30, 50, 70,

and 100 hPa, defined as the date of the minimum in the

second derivative, correspond to 7, 17, N/A, and 29 No-

vember 1964 and 16, 25, and 31 December and 27 January

1999/2000. Figure 2 shows the values derived, where

possible, for each year at each pressure level above the

two stations. The mean difference in the corresponding

final warming date between pressure levels 30 and 50, 50

and 70, and 70 and 100 hPa are 12, 7, and 6 days at Halley
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FIG. 1. Temperatures from radiosonde ascents at the South Pole over a year starting 1 May 1964 and 1 May 1999: (a)

raw data, (b) data binned into intervals of three days and then smoothed using a base-21 triangular filter, (c) first

derivative of (b), and (d) second derivative. Symbols refer to pressure levels at 30 hPa (D), 50 hPa (u), 70 hPa ())

(1999/2000 only), and 100 hPa (1). The final warming date is defined as the minimum in the second derivative.
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and 11, 8, and 8 days at the South Pole, although these

values have large variations. For example, in 2002, when

the vortex split in late September, the final warming date

appears very early at 30 hPa but is unexceptional at the

other levels.

The final warming date is generally earlier in the 1960s

and 1970s than in the 1980s and 1990s with a return to

somewhat earlier dates since 2000. As well as the very late

breakdown in 1999/2000 both stations show late events in

1990/91, 1995/96, and 2001/02. Although neither station

can be taken to represent the behavior of the entire

vortex, they show similar characteristics: the correlation

coefficients at the four pressure levels between the final

warming dates at the two stations are 0.88, 0.88, 0.91, and

0.86. The relative temporal evolutions are also consistent

where they overlap, with those representing the entire

vortex at 50 hPa of Waugh and Randel (1999; analysis of

NCEP data, 1978–97), Black and McDaniel [2007; 40-yr

European Centre for Medium-Range Weather Forecasts

Re-Analysis (ERA-40), 1978–2001], and Karpetchko et al.

(2005; ERA-40, 1958–2001), although none of these stud-

ies were in a position to observe the apparent decline

since 2000. The similarity between our radiosonde sta-

tion results and those from the reanalysis datasets sug-

gests that the earlier dates shown in the radiosonde data

during the 1960s and 1970s, and since 2001, may be taken

as representative of the vortex as a whole.

3. Regression analysis

We now investigate the potential influence of various

factors on the temporal evolution of the Antarctic

polar vortex using a multiple linear regression tech-

nique. Our approach is the same as that used by Haigh

(2003), Haigh and Roscoe (2006, henceforth HR06),

and Roscoe and Haigh (2007, henceforth RH07). The

regression code (M. Allen 2005, personal communica-

tion) includes an autoregressive model of noise in the

data, representing all sources of observational error,

unmodeled variability, internal noise, among others.

The variance and autocorrelation of the noise are es-

timated from the residual between the time series re-

constructed from the regression and the data: a red

noise function (here assumed to be of order 1) is fitted

to the residual, and then the values of regression co-

efficients and the noise parameters are iterated until

the noise model fits within a prespecified threshold.

This method minimizes the possibility of noise being

interpreted as a signal and also produces, using a Stu-

dent’s t test, measures of the confidence intervals of

the resultant coefficients, taking into account any co-

variance between the indices.

We carry out a number of regressions, each using a

range of component indices selected from the following

list:

FIG. 2. Date of the final warming each year, defined as the time of the minimum in the second

derivative of polar temperature, as in the examples shown in Fig. 1, at the four pressure levels

identified in the legend for (a) the South Pole and (b) Halley.
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d a linear trend representing long-term increases in

greenhouse gases;
d polar ozone concentration based on ozone mass deficit

(OMD) [we use the value below 220 DU, averaged

from 19 July to 1 December each year (updated from

that of Bodeker et al. 2005) and assumed to be zero

before 1979];
d ENSO—the ‘‘cold tongue’’ index from the University

of Washington at Seattle (available online at http://

jisao.washington.edu/data_sets/cti/);
d Volcanic aerosol—global average stratospheric aerosol

loading (available online at http://data.giss.nasa.gov/

modelforce/strataer/) (we use the tropical mean values);
d Solar activity—the 10.7-cm solar flux from the Na-

tional Geophysical Data Center (available online at

ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA);
d The quasi-biennial oscillation–zonal wind at 40 hPa over

Singapore (B. Naujokat, Free University of Berlin, 2007,

personal communication) [Our results are not sensitive

to the pressure level chosen for the QBO winds between

35 and 60 hPa (see the discussion by RH07). We have

tried using two quasi-orthogonal time series; however,

the introduction of a second index does not substantially

improve the fits while it does reduce the number of de-

grees of freedom, and thus the confidence level.];
d A compound solar–QBO index [HR06 defined a new

regression index, composed of the product of the (in-

dividually normalized) solar and QBO indices, to be

used in place of the separate solar and QBO. It is

based on the observation by Labitzke (2004 and pre-

vious papers) that Antarctic winter polar stratospheric

temperatures vary from being in phase with solar ac-

tivity when the QBO is westerly (wQBO) to antiphase

when the QBO is easterly (eQBO). The formulation

of this index is discussed in detail by RH07, and the

time series of the compound solar–QBO index, and all

the other indices, are presented in Fig. 1 of RH07.]

Each regression index has an independent value for

each month of the year. Our choice of indices for the

analyses discussed in the next section is determined by

the combination that explains the greatest amount of the

variance in the data. For example, Fig. 3 presents results

of two regressions of time series of the Southern An-

nular Mode (SAM) index as a function of altitude. The

SAM data are the weightings, January 1979–November

2005, of the leading EOF of NCEP reanalysis (Kalnay

et al. 1996) monthly-mean geopotential heights, 208–

908S at 17 standard pressure levels between 1000 and

10 hPa. In constructing the EOFs, only data since 1979

were used owing to the unreliability of reanalyses in

these data-poor areas of the Southern Hemisphere in

the presatellite era. Figure 3a shows the results of a re-

gression using five indices: linear trend, solar, QBO,

stratospheric aerosol, and ENSO. Only the ENSO sig-

nal in the troposphere is deemed to be statistical sig-

nificant at the 5% level with positive values (El Niño)

associated with negative SAM (weaker polar vortex).

Enhanced solar activity and stratospheric aerosol are also

related (but with low statistical significance) to a weaker

vortex. The linear trend shows small positive values in the

lower stratosphere and near the surface, indicating a sec-

ular strengthening of the vortex. These have been ob-

served by previous authors: Thompson et al. (2000) show

a positive linear trend in the SAM at 850 hPa during the

period 1968–97 in each month of the year. In the strato-

sphere the linear trend in the annual mean reflects some

compensation between positive values throughout most

of the year but negative values in winter, shown in geo-

potential heights at 50 hPa by Thompson et al. (2000) and

through the depth of the stratosphere during the years

1979–2003 by Thompson and Solomon (2005). Inclusion

of the later years, 2004/05, in Fig. 3 also tends to reduce

the trend due to their relatively low values, as reflected in

the final warming dates shown in Fig. 2.

Figure 3b shows an analysis of the same SAM data

using four regression indices. Two—stratospheric aero-

sol and ENSO—are the same as in the upper panel, and

their derived signals are essentially unchanged, as would

be anticipated for linearly independent indices. The

other two are OMD and solar–QBO. The OMD signal is

large, positive, and statistically significant at all levels

except (marginally) 500 hPa; thus, ozone depletion gives

a better indicator of long-term variations in the SAM

than a linear trend, confirming the findings of RH07 for

the SAM in surface pressure gradient, over a longer

time. It would be interesting to diagnose the separate

contributions of greenhouse gas and ozone depletion to

the interannual variability; however, we do not use these

two indices simultaneously in a regression as they are

too highly correlated. The OMD signal represents the

gradual strengthening of the polar vortex from the late

1970s to the late 1990s and a subsequent weakening, as

well as dynamically induced features such as the small

ozone hole of 2002.

The solar–QBO signal is considerably larger than ei-

ther the solar or QBO components individually; it is

negative at all heights, consistent with the Labitzke (2004)

findings, and statistically significant at all altitudes below

70 hPa. This confirms the findings of HR06 for the SAM

at three pressure levels, which showed at 30, 250, and

100 hPa in a similar SAM dataset a strong response to the

combined solar*QBO index.

We have also carried out a regression analysis of the

time series of the final warming dates calculated in sec-

tion 2 from the radiosonde data and shown in Fig. 2. No
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significant response is detected to any index apart from

those representing long-term trends, and the results for

these are summarized in Table 1. A response to OMD,

significant at the 5% level, was found at all levels at

Halley, suggesting that ozone depletion directly influ-

enced the date of final warming. Thus, at the peak of

ozone depletion in 1998 vortex breakdown occurred

about 20 days later than in preozone hole years. A

FIG. 3. Results of multiple linear regressions of the SAM index, derived at each standard pressure

level from NCEP geopotential height data (see text for details). The indices included in the re-

gressions are identified in the legends within the panels. The beta value is the weight derived for each

regression parameter and indicates the difference in the SAM index associated with the maximum and

minimum values during the period 1979–2005. Bold sections indicate that the signal is significant at the

5% level.
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similar result is found at 50 and 100 hPa at the South

Pole, but there is a weaker signal at 30 hPa. In all cases

the OMD index gives a better fit (higher t value) to the

data than a linear trend.

4. Influences on the seasonal evolution of the
Southern Hemisphere polar vortex

We now investigate how these factors influence the

seasonal evolution of the polar vortex by carrying out

a multiple regression analysis of monthly-mean NCEP

reanalysis (Kalnay et al. 1996) temperatures averaged

608–908S for the period 1979–2005. First, we demon-

strate that the technique used to define the final warming

date for the radiosonde data presented in section 2 may

be usefully applied to the NCEP temperatures to pro-

duce a final warming date profile.

We use monthly mean, rather than daily, NCEP data for

our regression analysis because (i) daily values are not

available for some of the regression indices (e.g., QBO)

and (ii), even if they were, regression of daily data would

pick out variability on much shorter time scales than those

of the seasonal evolution in which we are interested. We

have compared the results of applying the technique used

in section 2 on daily NCEP data with those using monthly

data and find that the derived fields, and the downward

progression of the date of final warming, are very similar to

those shown in Fig. 4. This is because the interpolation of

the monthly-mean data produces fields that are very sim-

ilar to the (;30 day) smoothed daily data. In fact, using

unsmoothed daily data gives mean dates that differ by less

than 0.2 days from those given by the monthly data but

with a standard deviation of about six days due to the

former being much noisier.

Figure 4a presents the seasonal variation in tempera-

ture as a function of pressure, that is, the monthly-mean

data averaged over the 27-yr period. Figure 4b shows the

time rate of change of temperature at each pressure level;

here the data were interpolated using a cubic spline fit.

Figure 4c shows the second derivative, and the bold line

indicates the dates at which this is a minimum at each

pressure level; these final warming dates are somewhat

later than those found for the radiosonde data at each

height because the use of monthly-mean data smoothes

out the shoulder present in the higher time resolution

measurements. However, as we are interested in relative

rather than absolute dates, this is not a concern. As with

the radiosonde data, the final warming date occurs later at

lower altitudes within the stratosphere, taking 58 days to

pass from 30 to 250 hPa. The downward propagation, of

the minimum in the second derivative, penetrates well

into the troposphere, where it may be interpreted as the

date of the marked spring weakening in westerly winds

rather than of a vortex breakdown. The slack gradients

around 400–500 hPa, however, make the definition of the

date of the minimum more uncertain here.

In our regression analysis of the zonal mean tempera-

tures we use the same four regression indices as in Fig. 3b

because extensive testing shows that these almost in-

variably provide the best fit to the measurements, not

only for the SAM index but also the more fundamental

geopotential height and temperature records at southern

high latitudes. Figure 5 presents some results. The four

panels show the signals deduced for OMD, solar*QBO,

stratospheric aerosol, and ENSO as a function of time

of year and pressure. Shaded areas indicate regions of sta-

tistical significance. The OMD signal is negative through-

out the year in the stratosphere with the largest cooling,

7.5 K at 100 hPa in November, at peak levels of the

OMD in 1999 relative to the zero ozone depletion of

1979. Our results are somewhat more negative than

those derived from Antarctic radiosonde data by Randel

and Wu (1999), which is consistent with their analysis

being over a shorter time period, approximately 1975–

90. If we use a linear trend in the regression in place of

OMD, our results (not shown) give smaller overall

cooling values and small warming trends in the winter

stratosphere, similar to the linear trends of Thompson

and Solomon (2005). The compensation between warm-

ing and cooling signals is responsible for the small trend

TABLE 1. Results of regression analysis of long-term signals in the time series of the final warming dates from radiosonde data, as shown

in Fig. 2. Values give the delay (days) of the final warming date, as defined in the columns. A bold font indicates results where the t value

indicates a 5% confidence interval. No results were obtained for the South Pole at 70 hPa owing to the restricted length of the dataset.

Station Pressure (hPa)

OMD Linear

Days (1998 cf pre-1980) t value Days (more than 49 years) t value

Halley 30 17 2.3 2 0.2

50 18 3.0 13 1.5

70 21 4.4 21 2.6

100 20 5.9 19 3.8

South Pole 30 8 1.3 21 0.2

50 16 3.6 17 2.4

100 29 7.5 32 4.5
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in annual mean SAM shown in Fig. 3. The region of

OMD-related cooling appears to take two to three

months to propagate downward from the middle strato-

sphere to the tropopause from where it descends faster to

the surface. The positive values seen in the lower tropo-

sphere in winter may represent long-term warming, not

necessarily attributable to ozone, consistent with the

trend observed by Turner et al. (2006) in radiosonde data

over the period since 1971.

Figure 6 shows the seasonal variation in temperature

deduced to be appropriate for periods of highest and

lowest OMD during the period of the analysis (with all

other factors unchanging). Clearly evident is the colder

stratosphere throughout the year when ozone is depleted;

however, the contours are most different during the final

warming period. To investigate this further, we calculate

the final warming dates for these two states, as carried out

for the mean state in Fig. 4, and the resulting profiles are

overlaid in Figs. 5a and 6. Comparison of the two profiles

gives an indication of the effect of changing OMD levels

on the timing of the final warming: when ozone depletion

is at its maximum, the final warming occurs between 12

and 33 days later than when it is minimal, at all altitudes

except close to the surface.

The solar–QBO signal is positive at most altitudes

throughout most of the year (as evidenced in the annual

mean by the weaker polar vortex in Fig. 3); however,

a band of negative values is present from 30 hPa in late

spring down to the lower troposphere in summer. Thus,

during periods of high solar activity and westerly phase

QBO, or low sun/eQBO, the stratospheric vortex breaks

down later than high sun/eQBO or low sun/wQBO. As

in the case of OMD, the delay in final warming date is

similar at all altitudes.

Enhanced stratospheric aerosol warms the strato-

sphere in late spring, due to the extra heating by sunlight

scattered back above the aerosol layer, and advances the

vortex breakdown at these levels; see Fig. 5c. A similar

effect is also seen in the body of the troposphere, but the

two are not unambiguously linked.

FIG. 4. (a) Zonal-mean monthly-mean temperature averaged between 608 and 908S, 1979 and

2005, from NCEP reanalysis. (b) Rate of change of temperature. (c) Second derivative; the

thick line indicates the date of the minimum value of the second derivative. Tick marks on the

horizontal axis indicate the middle of the month.
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The association of ENSO with the climate of Antarc-

tica has been reviewed by Turner (2004), who notes that

nonlinearities in the coupled atmosphere–ocean–sea ice

system are likely to confuse attempts to find linear re-

lationships. By way of example, Fogt and Bromwich

(2006) suggest a decadal variability in the teleconnection

between ENSO and the climate of the high latitude South

Pacific. Nevertheless, our linear regression, see Fig. 5d,

shows significant high-latitude tropospheric cooling dur-

ing July–September related to ENSO warm events along

with warming throughout the stratosphere. This is con-

sistent with the GCM simulations of Garcı́a-Herrera et al.

(2006), whose results indicated a strengthened Brewer–

Dobson circulation in the winter hemisphere in response

to El Niño events.

These results add to the body of evidence suggesting

an influence of the state of the stratosphere on the climate

of the troposphere. To further investigate tropospheric

FIG. 5. Results from multiple linear regression analysis of zonal-mean monthly-mean tem-

perature averaged 608–908S, 1979–2005, from NCEP reanalysis. Signals deduced for (a) OMD,

(b) compound solar–QBO index, (c) stratospheric aerosol, and (d) ENSO. Contour values give

the difference between temperatures at dates of highest and lowest values of a given index.

Shading indicates regions deduced to be statistically significant at the 5%, 10%, and 20% level.

The thick lines indicate the dates of the minimum value of the second derivative at times of high

(dashed line) and low (solid line) values of the index. Tick marks on the horizontal axis indicate

the middle of the month.
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behavior, we have studied the zonal mean midlatitude

vertical (pressure) velocity v at 500 hPa. This parameter

was chosen as representative of large-scale dynamics:

the strength of the Ferrel cell and, by implication, mid-

latitude eddy activity. The data are again monthly means

of NCEP reanalysis data 1979–2005 (inclusive). Figure

7a shows the climatology of the seasonal evolution of v

in the 508–708S latitude region; note that negative values

imply ascent. The upward branch of the Ferrel cell is

strongest and farthest poleward in late winter (August–

September) and weakens and meanders northward

during spring. Figure 7b presents the signal derived as

associated with variations in stratospheric ozone (OMD

in a regression analysis). The large negative values

during November–March show a strengthening of the

ascent, representing a delay in the seasonal migration.

This delay, on the order of one month, is consistent with

the effect of the OMD on temperatures seen in Fig. 6.

5. Discussion and conclusions

The analysis of the radiosonde data presented above

confirms, using an improved measure of final warming

date, the results of previous studies showing that the date

of spring breakdown of the Southern Hemisphere polar

vortex moves downward, taking between 10 and 40 days

to progress from the middle to lower stratosphere. The

multiple regression analysis of these final warming dates

FIG. 6. Temperatures at times of high (dashed lines) and low (solid lines) values of OMD.

The thick lines indicate the date of the minimum values of the second derivative at times of high

(dashed line) and low (solid line) OMD. Tick marks on the horizontal axis indicate the middle

of the month.

FIG. 7. Seasonal evolution of zonal-mean monthly-mean pressure velocity (Pa s21) at

500 hPa, 1979–2005, from NCEP reanalysis: fields at times of (a) low and (b) high OMD from

multiple regression analysis.
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shows that interdecadal variability can largely be as-

cribed to changes in stratospheric ozone concentration.

The analysis of the NCEP zonal-mean polar tempera-

tures confirms these results and shows that the delay in

seasonal evolution progresses well into the troposphere.

It also shows that variations in the phase of the QBO,

modulated by the solar activity cycle, may be responsible

for similar delays/advances in the date of vortex break-

down through the stratosphere and upper troposphere.

These results also suggest that rather than introducing

some disturbance that propagates downward through

the stratosphere, ozone depletion (and the combined

effects of solar variability and the QBO) influences polar

temperatures by delaying the breakdown of the polar

vortex. The mechanism involved thus relates to influ-

ences on the initiation of the normal top-down breakup;

the sensitivity to ozone is likely related to radiative

heating in the mesosphere. Details of the solar–QBO

effect are less certain but probably relate to adiabatic

warming in response to changes in the Brewer–Dobson

circulation induced by variations in planetary wave

transmission. Similar arguments would apply to other

factors affecting the thermal balance of the polar strato-

sphere, including greenhouse gas concentrations. Thus,

an understanding of the mechanisms whereby the strato-

sphere exerts an influence on tropospheric climate, at

least at high latitudes, might benefit from more detailed

investigation of the processes involved in the natural

seasonal evolution of polar temperatures.
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