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Abstract. The goal of this article is to show that the automorphism group of a Moufang quad-
rangle of type F4 is, up to field automorphisms, generated by the root groups.
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1. Introduction

The irreducible spherical buildings of rank at least three have been classified by
J. Tits in 1974 [3]. The irreducible spherical buildings of rank two – which are
called generalized polygons – are too numerous to classify, but in the addenda
of [3], the Moufang condition for spherical buildings was introduced, and it was
observed that every thick irreducible spherical building of rank at least three
as well as every irreducible residue of such a building satisfies the Moufang
condition. In this sense, the Moufang polygons are the “building bricks” of any
spherical building of rank at least three.

Recently, the classification of Moufang polygons has been completed by J.
Tits and R. Weiss in [4]. As far as the quadrangles are concerned, it turns out that
there are six different families of Moufang quadrangles. A uniform algebraic
structure to parametrize all Moufang quadrangles has recently been obtained by
the author; see [1].

An important problem in the study of Moufang polygons is to determine the
structure of the automorphism group G modulo the subgroup G† generated by
all the root groups. In [4], this has been done for four of these families. The
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two classes which have been left open, are the cases of the so-called exceptional
Moufang quadrangles. The quadrangles in the first of these classes arise from
forms of simple algebraic groups of type E6, E7 and E8; the quadrangles in the
second class are related to buildings of type F4; see [2].

The goal of this paper is to determine the quotient G/G† for the latter case.
More precisely, we will show that the automorphism group is, up to field auto-
morphisms, generated by the root groups.

During the proof of this fact, we will determine the multipliers of the simil-
itudes of a certain non-regular anisotropic quadratic form in characteristic 2,
something which does not seem to appear often in the existing literature.

2. Preliminaries

We start by recalling the definition of a quadrangular system of type F4 as given
in the appendix of [1].

Definition 1. Let K and L be two commutative fields with char(K) = char(L) =
2, such that K is a vector space over L and that L is a vector space over K . If
t is an element of the field K , then we will denote the corresponding element of
the vector space K by [t]; if s is an element of the field L, then we will denote
the corresponding element of the vector space L by [s]. Let V be a vector space
over K containing [L] as a proper subspace, and let W be a vector space over
L containing [K] as a proper subspace. The scalars will always be written at
the left.

Suppose that q is an anisotropic quadratic form from V to K , with cor-
responding bilinear form f , and that q̂ is an anisotropic quadratic form from
W to L, with corresponding bilinear form f̂ , such that [L] = Rad(f) and
[K] = Rad(f̂); in particular, f 6= 0 and f̂ 6= 0. Let ε := [1] ∈ [L] ⊆ V and
δ := [1] ∈ [K] ⊆ W . Finally, suppose that there is a map τV from V × W
to V which is K-linear on V , and a map τW from W × V to W which is L-
linear on W , both of which will be denoted by · or simply by juxtaposition, i.e.
τV (v, w) = vw = v · w and τW (w, v) = wv = w · v for all v ∈ V and all
w ∈ W . Then (V,W, τV , τW , ε, δ) is a quadrangular system of type F4 if and
only if the following axioms hold. For all v ∈ V , w ∈ W , t ∈ K and s ∈ L,

(F1) v[t] = tv ;
(F2) w[s] = sw ;
(F3) v · sw = vw · sδ ;
(F4) w · tv = wv · tε ;
(F5) [t]v = [tq(v)] ;
(F6) [s]w = [sq̂(w)] ;
(F7) vw · w = v · q̂(w)δ ;
(F8) wv · v = w · q(v)ε ;
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(F9) v · wv = q(v)vw ;
(F10) w · vw = q̂(w)wv ;
(F11) v(w1 + w2) = vw1 + vw2 + [f̂(w1v, w2)] ;
(F12) w(v1 + v2) = wv1 + wv2 + [f(v1w, v2)] .

Remark 1. In writing down these axioms, we used the convention that the ac-
tions which are denoted by juxtaposition preceed those which are denoted by
“·”. Note, however, that there is no danger of confusion, since we have not de-
fined a multiplication on V or on W . Hence we will often write vww instead of
vw · w, for example.

Once we have such a system Ω = (V,W, τV , τW , ε, δ), the corresponding
Moufang quadrangle Q(Ω) is uniquely determined by its commutator relations
as explained in [4, Chapters 7 and 8]: Let U1 and U3 be two groups parametrized
by W via some isomorphisms x1 and x3, respectively, and let U2 and U4 be two
groups parametrized by V via some isomorphisms x2 and x4, respectively. Then
the commutator relations

[x1(w1), x3(w2)] = x2([f̂(w1, w2)]) ,

[x2(v1), x4(v2)] = x3([f(v1, v2)]) ,

[x1(w), x4(v)] = x2(vw)x3(wv) ,

[Ui, Ui+1] = 1 ∀i ∈ {1, 2, 3} ,

(1)

for all w,w1, w2 ∈ W and all v, v1, v2 ∈ V , define a unique Moufang quadran-
gle of type F4.

Quadrangular systems of type F4 have a very precise and well understood
structure. In particular, we have the following theorem.

Theorem 1.
(i) Let (V,W, τV , τW , ε, δ) be a quadrangular system of type F4. Let d ∈ V \[L]

and ξ ∈ W \ [K] be arbitrary. Then there exists an element e ∈ V such
that f(d, e) = 1 and f(d, eξ) = 0. Let A := 〈ξ, ξed−1, ξd−1, ξe〉 and let
B := 〈d, e, dξ, eξ〉. Then dimK B = dimL A = 4, and V and W have a
decomposition V = B ⊕ [L] and W = A ⊕ [K], respectively.

(ii) L is isomorphic to a subfield of K; hence we will assume that L is a subfield
of K . Let α := f(dξ, eξ) and let β := q(d)−1. Then α ∈ L \ K2 and
β ∈ K \ L.

(iii) Let E be the splitting field of the polynomial

PE(x) := q(d)x2 + x + q(e)

over K . Then E/K is a separable quadratic extension; denote its norm by
N . Let ω ∈ E be one of the roots of PE . Then D := E2L is the splitting
field of the polynomial

PD(x) := q(d)2x2 + x + q(e)2
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over L, and D/L is also a separable quadratic extension. Its norm is the re-
striction of N to D, so we will also denote it by N . The non-trivial elements
of the Galois groups Gal(E/K) and Gal(D/L) will be denoted by x 7→ x̄.
Then

q(t1d + t2e + t3dξ + t4eξ + [s])

= β−1
(

N(t1 + t2ω) + αN(t3 + t4ω)
)

+ s

for all t1, t2, t3, t4 ∈ K and all s ∈ L, and

q̂(s1ξ + s2ξed
−1 + s3ξd

−1 + s4β
2ξe + [t])

= α
(

N(s1 + s2ω
2) + β2N(s3 + s4ω

2)
)

+ t2

for all s1, s2, s3, s4 ∈ L and all t ∈ K .

Proof. See [1, Section 8.5]. ut

Remark 2. With the convention of Theorem 1.(ii) that L is a subfield of K , we
have that s[t] = [st] and t[s] = [t2s] for all s ∈ L and all t ∈ K . Note that this
implies that v · sδ = sv and w · tε = t2w for all v ∈ V , s ∈ L, w ∈ W and
t ∈ K .

The following properties will be used very frequently, without being men-
tioned explicitly.

Lemma 1. Let (V,W, τV , τW , ε, δ) be a quadrangular system of type F4. For all
u, v ∈ V and all w, z ∈ W , we have that

(i) f(v, vw) = 0 ;
(ii) f̂(w,wv) = 0 ;

(iii) f(u, vw) = f(uw, v) ;
(iv) f̂(w, zv) = f̂(wv, z) ;
(v) q(vw) = q̂(w)q(v) ;

(vi) q̂(wv) = q(v)2q̂(w) .

Proof. The first four properties follow immediately from (F11) and (F12) and
the fact that char(K) = char(L) = 2. For the last two identities, see [1, Lemma
8.94]. ut

Every element v ∈ V ∗ and w ∈ W ∗ has an inverse, denoted by v−1 and
w−1, respectively, and defined by v−1 = q(v)−1v and w−1 = q̂(w)−1w. It
follows from (F3) and (F7) that

vww−1 = vw · q̂(w)−1w = vw · w · q̂(w)−1δ

= v · q̂(w)δ · q̂(w)−1δ = v · q̂(w)−1q̂(w)δ = v ,

and similarly that wvv−1 = w, for all v ∈ V ∗ and all w ∈ W ∗.
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Remark 3. In [1], the inverses are defined in a different way (namely in terms of
certain properties), but it is shown in [1, (8.86)] that our definitions coincide.

We recall the definition of a reflection corresponding to a quadratic form.
For all v ∈ V , c ∈ V ∗, w ∈ W and z ∈ W ∗, we define

πc(v) := v + f(v, c)q(c)−1c ;

π̂z(w) := w + f̂(w, z)q̂(z)−1z .

The reflections in a quadrangular system of type F4 have the following proper-
ties.

Lemma 2. For all v ∈ V , c ∈ V ∗, w ∈ W and z ∈ W ∗, we have that

(i) wπc(v) = wc−1vc ;
(ii) vπ̂z(w) = vz−1wz ;

(iii) πc(vw) = q(c)−1πc(v) · wc ;
(iv) π̂z(wv) = q̂(z)−1π̂z(w) · vz .

Proof. This follows from the identities (Q23) – (Q26) in [1, Chapter 2]. ut

3. Main Theorem

Let Ω = (V,W, τV , τW , ε, δ) be an arbitrary quadrangular system of type F4,
and let Γ := Q(Ω) be the corresponding Moufang quadrangle. Let Aut(Γ ) be
the full automorphism group (that is, the correlation group) of Γ , and let G be
its subgroup of type-preserving automorphisms. Then G is of index at most 2 in
Aut(Γ ). Let G† be the subgroup of G generated by all the root groups of Γ .

Let K and L be as in Theorem 1. In particular, L is a subfield of K . Let
Aut(K,L) denote the group of field automorphisms of K which map L to
itself. Note that it follows from the fact that char(K) = char(L) = 2 that
Aut(K,L) ∼= Aut(L,K2).

We can now state the Main Theorem of this paper.

Main Theorem. G/G† is isomorphic to a subgroup of Aut(K,L).

Remark 4. [Aut(Γ ) : G] is 1 or 2, and both cases can actually occur. By [4,
(35.12)], Γ has a correlation if and only if the quadratic space (K,V, q) is simi-
lar to (L,W, q̂) (that is, if q̂ is isomorphic to λq for some λ ∈ K ∗). In [4, (14.25)
and (14.26)], examples are given of quadratic spaces of type F4 which do have
this property and others which do not.

Now let H be the pointwise stabilizer of the (labeled) base apartment Σ =
{0, . . . , 7} in the construction of Γ . (See again [4, Chapters 7 and 8] for details.)
Moreover, let H† := H ∩ G†. Then it follows from [4, (4.12)] that G = HG†,
and hence

G/G† ∼= H/H† . (2)
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4. Similarities

We will first translate the geometric problem of isomorphic Moufang quadran-
gles of type F4 to the algebraic problem of similar quadrangular systems of type
F4.

Definition 2. Let Ω := (V,W, τV , τW , ε, δ) and Ω ′ := (V ′,W ′, τV ′ , τW ′ , ε′, δ′)
be two quadrangular systems of type F4. We will say that (ϕ, ϕ̂) is a similarity
from Ω to Ω ′ if and only if ϕ and ϕ̂ are group isomorphisms from (V,+) to
(V ′,+) and from (W,+) to (W ′,+), respectively, for which there exist con-
stants g ∈ K ′∗ and ĝ ∈ L′∗ (called the parameters of the similarity) such that

ϕ(vw) = gϕ(v)ϕ̂(w) (3)
ϕ̂(wv) = ĝϕ̂(w)ϕ(v) (4)

for all v ∈ V and all w ∈ W . A similarity from Ω to itself will be called a
self-similarity. Moreover, if both ϕ and ϕ̂ are vector space isomorphisms, then
the self-similarity (ϕ, ϕ̂) will be called linear.

Remark 5. If (ϕ1, ϕ̂1) and (ϕ2, ϕ̂2) are two self-similarities of Ω with parame-
ters (g1, ĝ1) and (g2, ĝ2), respectively, then their product (ϕ1ϕ2, ϕ̂1ϕ̂2) is again
a self-similarity. If both (ϕ1, ϕ̂1) and (ϕ2, ϕ̂2) are linear, then their product is
also linear, and has parameters (g1g2, ĝ1ĝ2).

Theorem 2. Let Ω and Ω ′ be two quadrangular systems of type F4. Let Q(Ω)
and Q(Ω′) be the corresponding Moufang quadrangles with labeled base apart-
ments Σ = {0, . . . , 7} and Σ ′ = {0′, . . . , 7′}, respectively. Let HΣ,Σ′ denote
the set of isomorphisms from Q(Ω) to Q(Ω ′) mapping i to i′ for all i ∈ Σ,
and let XΩ,Ω′ denote the set of similarities from Ω to Ω ′. Then there is a nat-
ural one-to-one correspondence between HΣ,Σ′ and XΩ,Ω′ which is a group
isomorphism if Ω = Ω ′ and Σ = Σ′. In particular, Q(Ω) and Q(Ω ′) are
isomorphic (in the type-preserving sense) if and only if Ω and Ω ′ are similar.

Proof. For every object o which we have defined for Ω, we will denote the
corresponding object in Ω ′ by o

′. For example, we will use the notations U ′
i , f̂ ′,

K ′, and so on.
Let U+ := 〈U1, . . . , U4〉 and U ′

+ := 〈U ′
1, . . . , U

′
4〉, and let Y denote the set

of isomorphisms from U+ to U ′
+ mapping Ui to U ′

i for all i ∈ {1, . . . , 4}. By
[4, (7.7)], there is a natural one-to-one correspondence between Y and HΣ,Σ′,
which is a group isomorphism if Ω = Ω ′ and Σ = Σ′.

A collection of group isomorphisms φi : Ui → U ′
i with i ∈ {1, . . . , 4} in-

duces an element of Y (which we will then denote by y(φ1, . . . , φ4)) if and only
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if it preserves the commutator relations. By (1), this amounts to the conditions

φ2([f̂(w1, w2)]) = [f̂ ′(φ1(w1), φ3(w2))] , (5)
φ3([f(v1, v2)]) = [f ′(φ2(v1), φ4(v2))] , (6)

φ2(vw) = φ4(v)φ1(w) , (7)
φ3(wv) = φ1(w)φ4(v) , (8)

for all v, v1, v2 ∈ V and all w,w1, w2 ∈ W . We will first show that (5) and (6)
follow from (7) and (8). So assume that (7) and (8) hold, for all v ∈ V and all
w ∈ W . Then, by (F11),

φ2([f̂(w1, w2)]) = φ2

(

ε(w1 + w2) + εw1 + εw2

)

= φ4(ε)φ1(w1 + w2) + φ4(ε)φ1(w1) + φ4(ε)φ1(w2)

= [f̂ ′(φ1(w1), φ1(w2)φ4(ε))]

= [f̂ ′(φ1(w1), φ3(w2))]

for all w1, w2 ∈ W , which shows (5). The proof of (6) is similar.
Now, assume first that (ϕ, ϕ̂) ∈ XΩ,Ω′ is a similarity from Ω to Ω ′, with

parameters g ∈ K∗ and ĝ ∈ L∗. Let φ1(w) := ϕ̂(w), φ2(v) := g−1ϕ(v),
φ3(w) := ĝ−1ϕ̂(w) and φ4(v) := ϕ(v), for all v ∈ V and all w ∈ W . Then it
follows immediately from (3) and (4) that (7) and (8) hold; hence (φ1, . . . , φ4)
induce an element

y(ϕ, ϕ̂) := y(ϕ̂, g−1ϕ, ĝ−1ϕ̂, ϕ) ∈ Y . (9)

We have thus defined an injective map y from XΩ,Ω′ to Y . Observe that it
follows from (9) that y is a group homomorphism if Ω = Ω ′.

It remains to show that the map y is onto. So let z ∈ Y be arbitrary, and
let φ1, . . . , φ4 denote the restriction of z to the groups U1, . . . , U4, respectively.
Then (5) – (8) hold. It follows from (5) that φ1(Rad(f̂)) = Rad(f̂ ′) = [K ′];
hence φ1(δ) = [g] for some g ∈ K ′∗. Similarly, it follows from (6) that φ4(ε) =
[ĝ] for some ĝ ∈ L′∗. If we substitute δ for w in (7), then we get that φ2(v) =
gφ4(v) for all v ∈ V , and hence φ4(vw) = g−1φ4(v)φ1(w). Similarly, we have
that φ1(wv) = ĝ−1φ1(w)φ4(v). Hence (φ4, φ1) is a similarity from Ω to Ω ′

with parameters (g−1, ĝ−1), and z = y(φ4, φ1).
We conclude that there is a natural one-to-one correspondence between Y

and XΩ,Ω′ , which is a group isomorphism if Ω = Ω ′ and Σ = Σ′.
Finally, it follows from [4, (4.12)] that there exists a type-preserving iso-

morphism from Q(Ω) to Q(Ω ′) if and only if there exists an isomorphism in
HΣ,Σ′ from Q(Ω) to Q(Ω ′). The last statement now follows from the fact that
HΣ,Σ′ 6= ∅ if and only if XΩ,Ω′ 6= ∅. ut
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As before, let Ω = (V,W, τV , τW , ε, δ) be a quadrangular system of type
F4, and let H be the pointwise stabilizer of the labeled base apartment Σ =
{0, . . . , 7} of Q(Ω). Let X denote the group of self-similarities of Ω, and let
X` denote its subgroup of linear self-similarities.

Lemma 3. (i) H acts faithfully on U1 × U4.
(ii) H ∼= X .

Proof. (i) See [4, (33.5)].
(ii) This follows from Theorem 2 with Ω = Ω ′ and Σ = Σ′. ut

5. Multipliers of similitudes of q

From now on, we will always assume that Ω = (V,W, τV , τW , ε, δ) is a quad-
rangular system of type F4. The first step towards the examination of the auto-
morphisms is the determination of the multipliers of the similitudes of q.

Definition 3. Let (V0, q0) be any regular quadratic space over an arbitrary field
K0. An invertible linear map T : V0 → V0 is called a similitude with multiplier
λ ∈ K∗

0 if and only if q0(Tv) = λq0(v) for all v ∈ V0. Not every λ ∈ K∗
0

can occur as multiplier of some similitude. The set of possible multipliers of
similitudes of (V0, q0) is denoted by G(V0, q0) or by G(q0) for short. Note that
the similitudes with multiplier 1 are exactly the isometries of (V0, q0).

The following lemma is crucial. We use a technique similar to the one in the
proof of [4, (14.17)].

Lemma 4. Let a, d ∈ V \ [L] be arbitrary elements such that f(a, d) = 0. Let
γ := q(a)/q(d). If γ ∈ L, then γ ∈ K2 · q̂(W ).

Proof. Let ξ ∈ W \ [K] be arbitrary, and let e ∈ V be as in Theorem 1. By
the same theorem, there exist elements t1, t2, t3, t4 ∈ K and s ∈ L such that
a = t1d + t2e + t3dξ + t4eξ + [s]. Since f(d, d) = f(d, dξ) = f(d, eξ) = 0
and f(d, e) = 1, it follows from f(a, d) = 0 that t2 = 0. Hence

γ = q(a)/q(d)

= βq(t1d + t3dξ + t4eξ + [s])

=
(

t21 + αN(t3 + t4ω)
)

+ βs .

Since γ ∈ L, it follows that N(t3 + t4ω) ∈ L(β). By [4, (14.9)], we know that
L(β) ∩ N(E) = K2 · N(D(β)). In particular,

N(t3 + t4ω) = λ2N(x + βy) = λ2
(

N(x) + β2N(y) + β(xȳ + x̄y)
)
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for some λ ∈ K and some x, y ∈ D. Hence

γ = t21 + αλ2
(

N(x) + β2N(y)
)

+ β
(

s + λ2(xȳ + x̄y)
)

.

Since γ ∈ L, t21 + αλ2
(

N(x) + β2N(y)
)

∈ L and
(

s+ λ2(xȳ + x̄y)
)

∈ L, but
β 6∈ L, it follows that

(

s + λ2(xȳ + x̄y)
)

= 0, hence

γ = t21 + αλ2
(

N(x) + β2N(y)
)

.

If λ = 0, this implies that γ = t21 = t21q̂(δ) ∈ K2 · q̂(W ) ; if λ 6= 0, it follows
that

γ = λ2 ·
(

α
(

N(x) + β2N(y)
)

+ (λ−1t1)
2
)

∈ K2 · q̂(W ) .

ut

Lemma 5. Let a, d ∈ V be arbitrary elements such that f(a, d) 6= 0. Then there
exists an element w ∈ W such that f(aw, d) = 0.

Proof. As in the previous lemma, let ξ ∈ W \ [K] be arbitrary, and let e ∈ V
be as in Theorem 1; then there exist elements t1, t2, t3, t4 ∈ K and s ∈ L such
that a = t1d + t2e + t3dξ + t4eξ + [s]. Since f(a, d) = t2, it follows that
t2 6= 0. Let w := ξ +[αt4t

−1
2 ] ∈ W . Then, by (F11), dw = dξ +αt4t

−1
2 d, since

[αt4t
−1
2 ] ∈ Rad(f̂). Hence

f(aw, d) = f(dw, a) = f(dξ, a) + αt4t
−1
2 f(d, a)

= t4f(dξ, eξ) + αt4t
−1
2 t2 = t4α + αt4 = 0 ,

which is what we had to show. ut

Theorem 3. G(q) = K2 · q̂(W ) · q̂(W ) \ {0} .

Proof. Let T be an arbitrary similitude of q, with multiplier λ ∈ K ∗. Then
q(Tv) = λq(v) for all v ∈ V . In particular, if v ∈ Rad(f), then we have
Tv ∈ Rad(f) as well; hence Tε ∈ Rad(f) = [L]. Since q(ε) = 1, it follows
that λ = q(Tε) ∈ q([L]) = L.

Again, let d ∈ V \ [L] and ξ ∈ W \ [K] be arbitrary. If f(d, Td) = 0, then
it follows from Lemma 4 that λ = q(Td)/q(d) ∈ K2 · q̂(W ), and we are done.

So we can assume that f(d, Td) 6= 0. Then it follows from Lemma 5 that
there exists an element w ∈ W such that f(dw, Td) = 0. Now consider the
maps T1 : V → V : v 7→ vw and T2 := T ◦ T−1

1 . Then T1 is a similitude with
multiplier q̂(w), since q(vw) = q̂(w)q(v) for all v ∈ V . It follows that T2 is a
similitude as well, with multiplier λ2 := λq̂(w)−1. Then T = T2 ◦ T1, and we
have that f(dw, T2(dw)) = f(dw, Td) = 0. By the previous paragraph with T2

in place of T and dw in place of d, we get that λ2 ∈ K2 · q̂(W ), and it finally
follows that λ = λ2q̂(w) ∈ K2 · q̂(W ) · q̂(W ).
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On the other hand, for every t ∈ K∗ and every w1, w2 ∈ W ∗, we can find a
similitude with multiplier t2q̂(w1)q̂(w2), namely

Tt,w1,w2
: V → V : v 7→ tv · w1 · w2 ,

and we are done. ut

6. Action on the root groups

We continue to assume that Ω is a quadrangular system of type F4. Remember
that H is the pointwise stabilizer of the labeled base apartment Σ = {0, . . . , 7}
of Q(Ω), and that H† = H ∩ G†.

Lemma 6. H† = X1X4, where Xi := 〈µ(U ∗
i )µ(U∗

i )〉 for i ∈ {1, 4}.

Proof. See [4, (33.9)]. The explicit definition of the fundamental maps µ can be
found, for example, in [4, (6.1)]. ut

Remembering that H acts faithfully on U1 × U4, we can now proceed by
explicitly calculating the action of H † on U1 × U4. Very similarly as in [4,
(33.11)], we get, using [1, Theorems 4.2 and 4.3] that the action of µ

(z)
1 :=

µ(x1(δ))µ(x1(z)) on U1 × U4 corresponds to the map

θ̂z : (w, v) 7→ (q̂(z)π̂z(w), vz−1)

from W × V to itself, and the action of µ
(c)
4 := µ(x4(ε))µ(x4(c)) on U1 × U4

corresponds to the map

θc : (w, v) 7→ (wc−1, q(c)πc(v))

from W × V to itself. By Lemma 6, we also know that

H† =
〈

µ
(z)
1 , µ

(c)
4 | z ∈ W, c ∈ V

〉

.

The maps θ̂z and θc can also be interpreted as self-similarities of Ω. Using the
definition of the isomorphism y in (9), we thus get that

H† ∼= X† :=
〈

θ̂z, θc | z ∈ W ∗, c ∈ V ∗
〉

.

Note that it now follows from Lemma 3.(ii) that

H/H† ∼= X/X† . (10)

We will now define some useful elements in X †.
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Definition 4. For all z ∈ W ∗ and all c ∈ V ∗, we define the self-similarities

χ̂z := θ[q̂(z)]θ̂z and χc := θ̂[q(c)]θc .

It follows from the fact that π[s] = 1 and π̂[t] = 1 for all s ∈ L∗ and all t ∈ K∗

that

χ̂z(v, w) = (vz, π̂z(w)) ,

χc(v, w) = (πc(v), wc) ,

for all c ∈ V ∗, z ∈ W ∗ and all v ∈ V,w ∈ W .

Lemma 7. For all z ∈ W ∗, χ̂z is a self-similarity of Ω with parameters (1, q̂(z)−1);
for all c ∈ V ∗, χc is a self-similarity of Ω with parameters (q(c)−1, 1).

Proof. We will only show the second statement, the first one being completely
similar. So let c ∈ V ∗ be arbitrary, and let ϕ : V → V : v 7→ πc(v) and
ϕ̂ : W → W : w 7→ wc. Then, by Lemma 2.(i and iii),

ϕ(vw) = πc(vw) = q(c)−1πc(v) · wc = q(c)−1ϕ(v)ϕ̂(w) ,

ϕ̂(wv) = wvc = (wc)c−1vc = wc · πc(v) = ϕ̂(w)ϕ(v) ,

for all v ∈ V and all w ∈ W , and we are done. ut

6.1. Field automorphisms

Recall that X` is the subgroup of X consisting of the linear self-similarities, and
that Aut(K,L) is the group of field automorphisms of K which map L to itself.
We will first show that X/X` is isomorphic to a subgroup of Aut(K,L).

So let us consider an arbitrary element η := (ϕ, ϕ̂) ∈ X , with parameters
(g, ĝ). Recall that

ϕ(vw) = gϕ(v)ϕ̂(w) (11)
ϕ̂(wv) = ĝϕ̂(w)ϕ(v) (12)

for all v ∈ V and all w ∈ W . If we set w = δ in (11), then we get that
ϕ(v) = gϕ(v)ϕ̂(δ), and hence

ϕ(v)ϕ̂(δ) = g−1ϕ(v) = ϕ(v) · [g−1] .

Since [g−1] ∈ Rad(f̂), it follows from (F11) that ϕ(v) · (ϕ̂(δ) + [g−1]) = 0,
and hence ϕ̂(δ) = [g−1].

If we apply ϕ̂ on (F12), then it follows from (12) that

ϕ̂([f(v1w, v2)]) = ĝ[f(ϕ(v1)ϕ̂(w), ϕ(v2))] ∈ [K]
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for all v1, v2 ∈ V and all w ∈ W . Since Im(f) = K , it now follows that
ϕ̂([K]) ⊆ [K]. We can thus define a map ρ = ρη : K → K such that

ϕ̂([t]) = [g−1ρ(t)] (13)

for all t ∈ K . In particular, ρ(0) = 0 and ρ(1) = 1.
If we now set w = [t] in (11) for some t ∈ K , then we get that

ϕ(tv) = gϕ(v)ϕ̂([t]) = gϕ(v)[g−1ρ(t)] = ρ(t)ϕ(v) (14)

for all v ∈ V . In particular, it follows from (14) that ρ is multiplicative; hence ρ
is a field automorphism of K . Similarly, there is a field automorphism ρ̂ = ρ̂η

of L such that
ϕ̂(sw) = ρ̂(s)ϕ̂(w) (15)

for all s ∈ L and all w ∈ W .
Now let s ∈ L and v ∈ V be arbitrary. By (14), we have that ϕ(sv) =

ρ(s)ϕ(v). On the other hand, it follows from Remark 2 that sv = v · sδ, and
hence, by (11), (15) and Remark 2,

ϕ(sv) = ϕ(v · sδ) = gϕ(v)ϕ̂(sδ) = gϕ(v) · ρ̂(s)ϕ̂(δ)

= gϕ(v) · ρ̂(s)[g−1] = gϕ(v) · [ρ̂(s)g−1] = ρ̂(s)ϕ(v) ,

and it follows that ρ(s) = ρ̂(s), for all s ∈ L. Hence ρ̂ is the restriction of ρ to
L; in particular, ρ(L) = L, hence ρ ∈ Aut(K,L).

Now let Φ be the map from X to Aut(K,L) which maps every self-similarity
η = (ϕ, ϕ̂) ∈ X to the corresponding ρη ∈ Aut(K,L). Then it follows from
the fact that ϕ(tv) = ρη(t)ϕ(v) for all t ∈ K and all v ∈ V that Φ is a group
homomorphism. The kernel of Φ consists of the self-similarities η for which the
corresponding field automorphisms ρη and hence also ρ̂η are trivial – those are
precisely the linear self-similarities. Hence Ker(Φ) = X`, and it follows that

X/X`
∼= Im(Φ) ≤ Aut(K,L) , (16)

which is what we wanted to show.
From now on, let us assume that η = (ϕ, ϕ̂) ∈ X`. Our goal is to show that

η ∈ X†, and we will do this in several steps. In each case, we will multiply this
given element by other elements in X † to reduce to the next case.

6.2. Reduction to the case ĝ = 1

Since η ∈ X`, the map ρ is now the identity map, so it follows from (13) that

ϕ̂([t]) = [g−1t] (17)
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for all t ∈ K . Similarly, we have that ϕ([s]) = [ĝ−1s] for all s ∈ L; in particular,
ϕ(ε) = [ĝ−1].

If we set w = δ in (12), we get by (F5) that ϕ̂([q(v)]) = ĝ[g−1]ϕ(v), and
hence, by (17) and (F5), [g−1q(v)] = ĝ[g−1q(ϕ(v))] = [ĝg−1q(ϕ(v))] (see
Remark 2). We conclude that

q(ϕ(v)) = ĝ−1q(v) (18)

for all v ∈ V , and hence ϕ is a similitude of q with multiplier ĝ−1. It now
follows from Theorem 3 that ĝ−1 = t20q̂(w1)q̂(w2) for some t0 ∈ K∗ and some
w1, w2 ∈ W ∗.

By Lemma 7 and Remark 5, ζ := χ̂−1
[t0]χ̂

−1
w1

χ̂−1
w2

is a self-similarity of Ω

with parameters (1, t20q̂(w1)q̂(w2)) = (1, ĝ−1). Moreover, ζ ∈ X†. Again by
Remark 5, ηζ is a linear self-similarity with parameters (g, 1), and η ∈ X † if
and only if ηζ ∈ X†.

We have thus reduced the problem to the case where ĝ = 1, and we will
assume this from now on.

6.3. Reduction to the case ϕ = 1

By (18), we now have that q(ϕ(v)) = q(v) for all v ∈ V , that is, ϕ is an
isometry of q. Moreover, ϕ([s]) = [s] for all s ∈ L, that is, ϕ acts trivially
on [L]. This allows us to prove a Dieudonné-Cartan-type theorem for ϕ, even
though q is not regular and not necessarily finite dimensional. Note, however,
that q is anisotropic.

Theorem 4. ϕ is the product of at most 4 reflections in V .

Proof. The proof is completely similar to the proof in the regular anisotropic
case.

Let J denote the fixed point set of ϕ. Note that [L] ⊆ J , so by Theorem 1.(i),
J has codimension at most 4 in V . If ϕ = 1, then we are done, so we can assume
that J 6= V ; choose an arbitrary element d ∈ V \ J . Let b := ϕ(d) + d ∈ V ;
then b 6= 0. Then q(d) = q(ϕ(d)) + q(b) + f(b, ϕ(d)), which implies that
q(b) = f(b, ϕ(d)). Hence

πbϕ(d) = ϕ(d) + f(ϕ(d), b)q(b)−1b = ϕ(d) + b = d ,

so πbϕ fixes the element d. On the other hand, if c is an arbitrary element of J ,
then

πbϕ(c) = πb(c) = c + f(c, b)q(b)−1b = c ,

since
f(c, b) = f(c, ϕ(d) + d) = f(ϕ(c), ϕ(d)) + f(c, d) = 0 .



14 Tom De Medts

Hence πbϕ acts trivially on 〈J, d〉, since ϕ is K-linear. Since d 6∈ J , we have
that codimK〈J, d〉 = codimK J − 1. By induction, it now follows that ϕ is the
product of at most 4 reflections. ut

By Theorem 4, there exist four elements c1, c2, c3, c4 ∈ V such that ϕ =
πc1πc2πc3πc4 (note that πε = 1). On the other hand,

ζ ′ := χc4χc3χc2χc1 : (v, w) 7→ (πc4πc3πc2πc1(v), wc1c2c3c4) .

Again, note that ζ ′ ∈ X†, and hence η ∈ X† if and only if ζ ′η ∈ X†. Since

ζ ′η : (v, w) 7→ (v, ϕ̂(w)c1c2c3c4) ,

we have reduced the problem to the case where ϕ = 1, and we will assume this
from now on.

6.4. Determination of ϕ̂

Our next goal is to show that g ∈ L∗. We start with a lemma.

Lemma 8. Let ξ ∈ W \ [K] and z ∈ W be arbitrary elements such that
f̂(ξv, z) = 0 for all v ∈ V . Then there exist an element s ∈ L and an ele-
ment t ∈ K such that z = sξ + [t].

Proof. Let d ∈ V \ [L] be arbitrary, and let e be as in Theorem 1. Then z =
s1ξ + s2ξed

−1 + s3ξd
−1 + s4β

2ξe + [t] for some s1, s2, s3, s4 ∈ L and some
t ∈ K . It follows from f̂(ξ, z) = 0, f̂(ξd−1, z) = 0 and f̂(ξe, z) = 0 that
s2 = 0, s4 = 0 and s3 = 0, respectively. We conclude that z = s1ξ + [t], which
is what we had to show. ut

We now pick up our examination of η = (1, ϕ̂) ∈ X`. Let w ∈ W \ [K] be
arbitrary, and let z := ϕ̂(w). Then it follows from (11) that

vw = gvz (19)

for all v ∈ V . If we apply q on both sides of (19), then we get that

q̂(w) = g2q̂(z) . (20)

Lemma 9. f̂(w, z) = 0.

Proof. Let v ∈ V \ [L] be arbitrary. By Lemma 2.(ii), (19), (20), (F7) and
Remark 2,

vπ̂z(w) = vz−1wz = q̂(z)−1vzwz = q̂(z)−1g−1vwwz

= q̂(z)−1g−1q̂(w)vz = q̂(z)−1g−2q̂(w)vw = vw ,
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and hence, by (F11),

[f̂(wv, π̂z(w))] = v(w + π̂z(w)) + vw + vπ̂z(w)

= v · f̂(w, z)q̂(z)−1z ,

which implies that v · f̂(w, z)q̂(z)−1z ∈ [L]. Since v 6∈ [L], it follows that
f̂(w, z) = 0. ut

Lemma 10. f̂(wv, z) = 0 for all v ∈ V .

Proof. By Lemma 9, π̂z(w) = w. It thus follows from Lemma 2.(iv) that

wv + f̂(wv, z)q̂(z)−1z = q̂(z)−1w · vz .

By (19), Remark 2, (20) and (F10),

q̂(z)−1w · vz = q̂(z)−1g−2w · vw = q̂(w)−1q̂(w)wv = wv ,

and it follows that f̂(wv, z)q̂(z)−1z = 0, which implies that f̂(wv, z) = 0. ut

By Lemma 10, we are now ready to invoke Lemma 8. It follows that z =
sw + [t] for some s ∈ L and some t ∈ K . If we plug in this expression for z in
(19), then we get that

vw = gv(sw + [t]) = (sg)vw + (tg)v .

But since we chose w 6∈ [K], the elements v and vw are linearly independent
(for if there were an x ∈ K such that vw = xv, then v(w + [x]) = 0 by (F11)
and hence w = [x] ∈ [K]). It thus follows that tg = 0 and sg = 1, hence s is
invertible, g = s−1 ∈ L∗, and z = g−1w.

Since w ∈ W \ [K] was arbitrary, it follows that ϕ̂(w) = g−1w for all
w ∈ W \ [K]. Moreover, since g−1 ∈ L, it follows from (17) and Remark 2 that
ϕ̂([t]) = g−1[t] for all w = [t] ∈ [K] as well. So ϕ̂ is just scalar multiplication
by the element g−1 ∈ L∗.

It now suffices to observe that π[g−1] = 1 to conclude that η = χ[g−1]. Since
χ[g−1] ∈ X†, we have shown that X` = X†.

It finally follows from (2), (10) and (16) that

G/G† ∼= H/H† ∼= X/X† = X/X`
∼= Im(Φ) ≤ Aut(K,L) ,

which proves the Main Theorem.
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