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Abstract: 
In this paper a multi graded organization in which depletion of man powers occur due to its policy decisions taken by the 

organization is considered. Four cases are constructed by taking exponential thresholds for the loss of  man powers in each grade, 

where the loss of man powers (wastages) form an order statistics  and inter decision times form i) an ordinary renewal process ii) 

an order statistics iii) a geometric process iv) correlated. Mean time to recruitment is obtained using an univariate CUM policy of 

recruitment (i.e) “The organization survives iff atleast 𝑟, (1 ≤ 𝑟 ≤ 𝑛) out of n-grades survives in the sense that threshold crossing 

has not take place in these grades”. The influence of the nodal parameters on the system characteristics is studied and relevant 

conclusions are presented. 
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Introduction: 

Exits of personal which is in other words known as wastage, is an important aspect in the study of manpower planning. 

Many models have been discussed using different types of wastages and also different types of distribution for the loss of man 

powers, the thresholds and inter decision times. Such models are seen in [1] and [2]. In [3], [4], [5] and [6] the authors have 

obtained the mean time to recruitment in a two grade manpower system based on order statistics by assuming different 

distribution for thresholds. In [8] for a two grade manpower system with two types of decisions when the wastages form a 

geometric process is obtained. The problem of time to recruitment is studied by several authors for the organizations consisting of 

single grade/two grade/ three grades .More specifically for a two grade system, in all the earlier work, the threshold for the 

organization is minimum or maximum or sum of the thresholds for the loss of manpower in each grades, no attempt has been 

made so far to design a comprehensive recruitment policy for a system with two or three grades. In [10], [11] & [12] a new design 

for a comprehensive univariate CUM recruitment policy of manpower system is used with n grades in order to bring results 

proved independently for maximum, minimum model as a special case. In all previous work, the problem of time to recruitment is 

studied for only an organization consisting of atmost three grades. In [11], [12] author has worked on this comprehensive 

univariate policy when wastages form ordinary renewal process and interdecision time form geometric and order statistics. In this 

paper an organization with n-grades is considered and the mean time to recruitment are obtained using an appropriate univariate 

CUM policy of recruitment (i.e)“The organization survives iff atleast 𝑟, (1 ≤ 𝑟 ≤ 𝑛) out of n-grades survives in the sense that 

threshold crossing has not take place in these grades”, when wastages form an order statistics. 

Model Description and Assumptions: 

 An organization having two grades in which decisions are taken at random epochs in (0,∞) and at every decision making 

epoch a random number of persons quit the organization. There is an associated loss of man hours to the organization if a 

person quits.   

 It is assumed that the loss of man hours is linear and cumulative.  

 The loss of manpower at any decision epoch forms a sequence of independent and identically distributed random 

variables which form order statistics. 

 The inter-decision times are independent and identically distributed random variables.  

 The loss of manpower process and the process of inter-decision times are statistically independent. 

 The thresholds for the n-grades are independent and identically distributed exponential random variable. 

 Univariate CUM policy of recruitment: “The organization survives iff atleast 𝑟, (1 ≤ 𝑟 ≤ 𝑛) out of n-grades survives in 

the sense that threshold crossing has not take place in these grades” 

Notations: 

𝑋𝑖 :the continuous random variable denoting the amount of  depletion caused to the organization due to the exit of persons 

corresponding to the j
th 

 decision,j=1,2,3… and  𝑋𝑖’s form an order statistics. 

𝐺(𝑥): Distribution function of x such that  𝑥 = 1 − 𝑒−𝑐𝑥  , 𝑔(𝑥): probability density function. 

{Xi},i=1 to m be a sample of size m which forms an order statistics. 

𝑔𝑥 1  .  ,𝑔𝑥 2  .  … . .𝑔𝑥 𝑚 (. ) : Density function of  𝑥 1 , 𝑥 2 ,… . 𝑥 𝑚 . 

𝐺𝑘(. ): The distribution function of 𝑆𝑘 =  𝑋𝑖
𝑘
𝑖=1   

𝑔𝑘(. ) its probability density function.  

𝑈𝑖 : 𝑖 = 1,2,3…  The inter decision time between (𝑖 − 1)𝑡  and 𝑖𝑡decision. 

𝐹 .   𝑓 .   : Distribution (density) function. 
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𝐹𝑘 .  , 𝑓𝑘(. ) : The distribution (density) function of   𝑈𝑖
𝑘
𝑖=1 . 𝑉𝑘(𝑡) : The probability that there are exactly k decision making epoch 

in (0, 𝑡]. 
N(t): the number of policy decisions. 

𝑉𝑘 𝑡 : Probability that there are exactly k decisions taken in (0, t]. 

𝑌𝑗 : The continuous random variable denoting the thresholds for the  j
th 

grade. 

Y: The continuous random variable denoting the thresholds for the organization. 

𝐻 .  : The distribution functions of Y. 

𝑇𝑗 : Time taken for threshold crossing in the 𝑗𝑡  grade,j=1,2,3…n.  

T : Time to recruitment of the organization 

𝐸 𝑇 : Mean time to recruitment. 

Main Result: 

The survival function of the time to recruitment is given by  

𝑃 𝑇 > 𝑡 =  
𝑃(𝐸𝑥𝑎𝑐𝑡𝑙𝑦 𝑘 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑒𝑝𝑜𝑐 0, 𝑡 𝑎𝑛𝑑 𝑡𝑒 𝑡𝑟𝑒𝑠𝑜𝑙𝑑

𝑙𝑒𝑣𝑒𝑙 𝑌 𝑖𝑠 𝑛𝑜𝑡 𝑐𝑟𝑜𝑠𝑠𝑒𝑑𝑏𝑦 𝑡𝑒 𝑡𝑜𝑡𝑎𝑙 𝑙𝑜𝑠𝑠 𝑜𝑓 𝑚𝑎𝑛𝑜𝑢𝑟𝑠 𝑖𝑛 𝑡𝑒𝑠𝑒 𝑘 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠 𝑖𝑛 𝑎𝑡𝑙𝑒𝑎𝑠𝑡 𝑟 𝑔𝑟𝑎𝑑𝑒𝑠) 
∞
𝑘=0   

𝑖. 𝑒  𝑃 𝑇 > 𝑡 =  𝑉𝑘 𝑡 𝑃( 𝑋𝑖 < 𝑌)                                (1)𝑘
𝑖=1

∞
𝑘=0   

By the law of total probability 

𝑃( 𝑋𝑖 < 𝑌)𝑘
𝑖=  =  P[Y >  xi

k
i=1  xi

k
i=1 = x] 

∞

0
𝑔𝑘 𝑥 dx    =  𝑔𝑘 𝑥 

∞

0
 1 − 𝐻 𝑥  𝑑𝑥.  

=  𝑔𝑘 𝑥  𝑛𝐶𝑖
𝑛
𝑖=𝑟

∞

0
 1 − 𝐻 𝑥  𝑖 𝐻 𝑥  𝑛−𝑖𝑑𝑥.  

= 𝑔𝑘 𝑥  𝑛𝐶𝑖
𝑛
𝑖=𝑟

∞

0
 𝑒−𝜃𝑥  

𝑖
 1 − 𝑒−𝜃𝑥  

𝑛−𝑖
𝑑𝑥                                                                    

=  𝑛𝐶𝑖
𝑛
𝑖=𝑟  𝑔𝑘 𝑥 𝑒

−𝑖𝜃𝑥∞

0
 1 − 𝑒−𝜃𝑥  

𝑛−𝑖
𝑑𝑥                                (2)                                        

Using binomial expansion 

=  𝑛𝐶𝑖
𝑛
𝑖=𝑟  𝑔𝑘 𝑥 𝑒

−𝑖𝜃𝑥∞

0
[1 −  𝑛 − 𝑖 𝐶1𝑒

−𝜃𝑥     +  𝑛 − 𝑖 𝐶2𝑒
− 𝑖+2 𝜃𝑥 +     …+  −1 𝑛−𝑖𝑒−𝑛𝜃𝑥 ]𝑑𝑥.  

=  𝑛𝐶𝑖 𝑔𝑘    𝑖𝜃 −  𝑛 − 𝑖 𝐶1𝑔𝑘     𝑖 + 1 𝜃 +  𝑛 − 𝑖 𝐶2𝑔𝑘   ((𝑖 + 2)𝜃) +  …  −1 𝑛−𝑖𝑔𝑘   (𝑛𝜃) 𝑛
𝑖=𝑟                           (3) 

From renewal theory Vk t = Fk t − Fk+1 t  with F0 t = 1                                                        (4)  

Substituting (3) and (4) in (1) we get, 

P T > 𝑡 =   Fk t − Fk+1 t  ∞
k=0  nCi gk    iθ −  n − i C1gk     i + 1 θ +  n − i C2gk     i + 2 θ  +   … −1 n−igk   (nθ) n

i=r  (5) 

P T > 𝑡 =
  Fk t  − Fk+1 t   nCi [ g  iθ  k −  n − i C1 g    i + 1 θ  k +  n − i C2 g ( i + 2 θ) k +   …  −1 n−i[g (nθ)]k n

i=r
∞
k=0   

The probability function 𝑥(1)𝑎𝑛𝑑  𝑥(𝑚) are given by (sheldonRoss 2005) 

gx(j) x = j  m
j
  G x  j−i g x  1 − G x  m−j , j = 1,2,3…m                           (6) 

Therefore the probability density function  of 𝑥(1)𝑎𝑛𝑑  𝑥(𝑚) are given by  

gx(1) x = 𝑚 𝑔(𝑥) 1 − G x  m−1                           (7) 

gX m  
 t = 𝑚 𝑔 𝑥  G x  m−1                                (8) 

We shall now obtain the mean time to recruitment according as 𝒈 𝒙 = 𝐠𝐗 𝟏 
 𝐱  𝐨𝐫 𝐠 𝐱 = 𝐠𝐗 𝐦 

 𝐱  

Suppose 𝒈 𝒙 = 𝐠𝐗 𝟏 
 𝐱  

             Then  

P T > 𝑡 =   Fk t  − Fk+1 t   nCi   𝑔 𝑥(1) iθ  
k
−  n − i C1 𝑔 𝑥(1)   i + 1 θ  

k
+  n − i C2 𝑔 𝑥(1)( i + 2 θ) 

k
+n

i=r
∞
k=0

  …−1n−i[𝑔𝑥(1)(nθ)]k                                                                                                                                                            (9) 

𝐿 𝑡 = 1 − 𝑃(𝑇 > 𝑡) 

𝑙 𝑡 =
𝑑

𝑑𝑡
(𝐿 𝑡 ) = −  fk t  − fk+1 t   nCi   𝑔 𝑥(1) iθ  

k
−  n − i C1 𝑔 𝑥(1)   i + 1 θ  

k
+  n − i C2 𝑔 𝑥(1)( i +n

i=r
∞
k=0

2θ)k+  …−1n−i[𝑔𝑥(1)(nθ)]k                                                                                                                                       (10) 

𝑙   𝑠 =  𝑛𝐶𝑖
𝑛
𝑖=𝑟   1 − 𝑔 𝑥(1) iθ   𝑓𝑘 

∞
𝑘=0  𝑠  𝑔 𝑥(1) iθ  

k−1
−  n − i C1 1 − 𝑔 𝑥(1) (i + 1)θ   𝑓𝑘 

∞
𝑘=0  𝑠  𝑔 𝑥(1) (i + 1)θ  

k−1
+

…1−𝑔𝑥(1)nθ𝑘=0∞𝑓𝑘𝑠𝑔𝑥(1)nθk−1                                                                                                                           (11) 

𝐸 𝑇 = −
𝑑

𝑑𝑠
 𝑙   𝑠  

𝑠=0
=

  𝑛𝐶𝑖  
 1−𝑔 𝑥 1  iθ   

𝑑

𝑑𝑠
(𝑓 (𝑠) 

𝑠=0

 1−𝑔 𝑥 1  iθ 𝑓   𝑠  
𝑠=0

2 −  𝑛 − 𝑖 𝐶1

 1−𝑔 𝑥 1   i+1 θ   
𝑑

𝑑𝑠
(𝑓 (𝑠) 

𝑠=0

 1−𝑔 𝑥 1   i+1 θ 𝑓   𝑠  
𝑠=0

2 + ⋯ −1 𝑛−𝑖
 1−𝑔 𝑥 1  nθ   

𝑑

𝑑𝑠
(𝑓 (𝑠) 

𝑠=0

 1−𝑔 𝑥 1  nθ 𝑓   𝑠  
𝑠=0

2  𝑛
𝑖=𝑟                             (12) 

= − 𝑛𝐶𝑖  
1

 1−𝑔 𝑥(1) iθ  
−  𝑛 − 𝑖 𝐶1

1

 1−𝑔 𝑥(1) (i+1)θ  
+ ⋯ (−1)𝑛−𝑖

1

 1−𝑔 𝑥(1) nθ  
 𝑛

𝑖=𝑟  
𝑑

𝑑𝑠
(𝑓 (𝑠) 

𝑠=0
                                                 (13) 

Since 𝑔 𝑥 = 𝑐𝑒−𝑐𝑥  

𝑔𝑥 1  𝑥 = 𝑚𝑐𝑒−𝑐𝑥 (𝑒−𝑐𝑥 )𝑚−1 = 𝑚𝑐𝑒−𝑚𝑐𝑥  

𝑔 𝑥(1) θ = mc e−mcx e−θxdx =
∞

0
mc e− mc +θ x dx = mc  

e− mc +θ x

− mc +θ 
 

0

∞
∞

0
=

mc

mc +θ
                                                                       (14) 
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We now obtain the analytical result for variance of time to recruitment in closed form for four different cases on inter-

decision times  𝑼𝒊 𝟏
∞ 

Case (i) {𝑼𝒊}𝒊=𝟏
∞  form an Ordinary Renewal Process: 

The inter decision times are assumed to be independent and identically distributed hyper exponential random variable 

with probability density function f t = pe−λh t + qe−λl t , p + q = 1.Where λh , λl  are high and low attrition rate ,p,q are the 

proportion of decisions having high and low attrition. 

𝑓  𝑠 =
𝑝𝜆

𝜆+𝑠
+

𝑞𝜆𝑙

𝜆𝑙+𝑠
, 𝑓  0 =

𝑝𝜆

𝜆
+

𝑞𝜆𝑙

𝜆𝑙
= 𝑝 + 𝑞 = 1,  

𝑑

𝑑𝑠
 𝑓  𝑠  =

−𝑝𝜆

(𝜆+𝑠)2 +
−𝑞𝜆𝑙

(𝜆𝑙+𝑠)2  

  
𝑑

𝑑𝑠
 𝑓  𝑠   

𝑠=0
= − 

𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
 , 𝑓  0 = 1                                                                                                                                      (15) 

Substituting (15) in equation (13), we get 

𝐸(𝑇) =  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖  

1

 1−𝑔 𝑥(1) iθ  
−  𝑛 − 𝑖 𝐶1

1

 1−𝑔 𝑥(1) (i+1)θ  
+ ⋯ (−1)𝑛−𝑖

1

 1−𝑔 𝑥(1) nθ  
 𝑛

𝑖=𝑟                                                     (16) 

Subtitling the (14) in (16), we get 

𝐸(𝑇) =  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖   

𝑚𝑐 +𝑖𝜃

𝑖𝜃
 −  𝑛 − 𝑖 𝐶1  

𝑚𝑐 + 𝑖+1 𝜃

 𝑖+1 𝜃
 …  −1 𝑛−𝑖  

𝑚𝑐 +𝑛𝜃

𝑛𝜃
  𝑛

𝑖=𝑟                                                                      (17) 

Case (ii) {𝑼𝒊}𝒊=𝟏
∞  form an Order Statistics: 

Consider the population  Ui i=1
∞  of independent and identically distributed interdecision times with hyper exponential 

cumulative distribution F t = 1 − pe−λh t − qe−λl t  and the corresponding density function f(t).Assume that  Ui i=1
m1  be a sample 

of size m selected from this population .Let U1, U2,… , U m1
 be the order statistics corresponding to this sample with respective 

probability density function fU1 ,fU2
,… . . fUm 1 ,. U1 is the first order statistics and  Um1 is the m1

th
  order statistics  such that 

U1 ≤ U2 ≤ ⋯… .≤ Um1
 and hence not independent. 

The probability density function of jth order statistics is given by[Sheldon M.Ross2005] 

fU j
 t = j  

m1

j
  F t  j−i f t  1 − F t  m1−j , j = 1,2,3…m1 

Therefore the probability density function of U1 and Um1
 are given by  

fU1
 t = m1 𝑓(𝑡) 1 − F t  m1−1 

fUm 1
 t = m1  𝑓(𝑡) F t  m1−1 

Sub Case (i)  

If 𝑓 𝑡 = fU1
 t  

𝑓  𝑠 = f  U1
 s =  𝑒−𝑠𝑡

∞

0
m1𝑓(𝑡) 1 − F t  m1−1dt   =  𝑒−𝑠𝑡  [−

∞

0
 d(1 − F t ) m1 ]  

𝑓  𝑠 =  𝑒−𝑠𝑡  [−
∞

0
 (d(pe−λh t + qe−λl t)m 1 ]  

By using binomial expansion 

𝑓  𝑠 =  𝑒−𝑠𝑡  [−
∞

0
d(  m1

r1
 pr1 qm1−r1 e− λh r1−λl r1+λl m1 tm

r1=0 )] 

=   m1
r1
 

m1
r1=0 pr1 qm1−r1  𝑒−𝑠𝑡  ∞

0
 λh r1 − λlr1 + λlm1 e− λh r1−λl r1+λl m1 t𝑑𝑡 

=   m1
r1
 

m1
r1=0 pr1 qm1−r1 λh r1 − λlr1 + λlm1  

1

 s+λh r1−λl r1+λl m1 
   

𝑑

𝑑𝑠
 𝑓  𝑠  =   m1

r1
 

m1
r1=0 pr1 qm1−r1 λh r1 − λlr1 + λlm1  

−1

 s+λh r1−λl r1+λl m1 
2   

 
𝑑

𝑑𝑠
 𝑓  𝑠   

𝑠=0
= −  m1

r1
 

m1
r1=0 pr1 qm1−r1  

1

 λh r1−λl r1+λl m1 
                                                                                                            (18) 

Substituting (18) in (13) we get 

𝐸 𝑇 =   m1
r1
 

m1
r1=0 pr1 qm1−r1  

1

 λh r1−λl r1+λl m1 
 ×  𝑛𝐶𝑖  

1

 1−𝑔 𝑥(1) iθ  
−  𝑛 − 𝑖 𝐶1

1

 1−𝑔 𝑥(1) (i+1)θ  
+ ⋯ (−1)𝑛−𝑖

1

 1−𝑔 𝑥(1) nθ  
 𝑛

𝑖=𝑟  (19) 

Substituting (14) in (19) we get 

𝐸 𝑇 =   m1
r1
 

m1
r1=0 pr1 qm1−r1  

1

 λh r1−λl r1+λl m1 
 ×  𝑛𝐶𝑖   

𝑚𝑐 +𝑖𝜃

𝑖𝜃
 −  𝑛 − 𝑖 𝐶1  

𝑚𝑐 + 𝑖+1 𝜃

 𝑖+1 𝜃
 + ⋯ −1 𝑛−𝑖  

𝑚𝑐 +𝑛𝜃

𝑛𝜃
  𝑛

𝑖=𝑟              (20) 

Sub case (ii) 

𝑓 𝑡 = 𝑓𝑈m1
 𝑡 = m1𝑓(𝑡) 𝐹(𝑡) m1−1  

𝑓  𝑠 = 𝑓 𝑈m1
 𝑠 =  𝑒−𝑠𝑡

∞

0
m1𝑓 𝑡  𝐹 𝑡  

m1−1𝑑𝑡  

=  𝑒−𝑠𝑡
∞

0
𝑑(𝐹 𝑡 )m1 =  𝑒−𝑠𝑡

∞

0
 d(1 − pe−λh t − qe−λl t) mm1   

=  𝑒−𝑠𝑡  ∞

0
d(  m1

r1
 

m1
r1=0 (−1)m1−𝑟1 1𝑟1 (pe−λh t + qe−λl t)m1−𝑟1   

𝑓  𝑠 =    −1 m1−𝑟1+1 m1!

r1 !r2! m1−r1−r2 !
pr2 qm1−r1−r2m1−r1

r2=0

 λh r2−λl r2−λl r1+λl m1 

 s+λh r2−λl r2−λl r1+λl m1 

m1
r1=0      

 
𝑑

𝑑𝑠
 𝑓  𝑠   

𝑠=0
= −   −1 m 1−𝑟1+1 m1 !

r1!r2 ! m1−r1−r2 !
pr2 qm1−r1−r2m1−r1

r2=0

 1

 λh r2−λl r2−λl r1+λl m1 
               

m1
r1=0                                (21) 

Substituting (21) in (13) the mean time to recruitment is 
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𝐸 𝑇 =   
m1!

r1 !r2! m1−r1−r2 !
pr2 qm1−r1−r2m1−r1

r2=0

 1

 λh r2−λl r2−λl r1+λl m1 
 ×

m1
r1=0  𝑛𝐶𝑖  

1

 1−𝑔 𝑥(1) iθ  
−  𝑛 − 𝑖 𝐶1

1

 1−𝑔 𝑥(1) (i+1)θ  
+𝑛

𝑖=𝑟

…(−1)𝑛−𝑖11−𝑔𝑥(1)nθ                                                                                                                                                                    

(22) 
Substituting (14) in (22), we get 

𝐸 𝑇 =

   −1 m1−𝑟1+1 m1!

r1 !r2! m1−r1−r2 !
pr2 qm1−r1−r2m1−r1

r2=0

 1

 λh r2−λl r2−λl r1+λl m1 
 ×

m1
r1=0  𝑛𝐶𝑖   

𝑚𝑐+𝑖𝜃

𝑖𝜃
 −  𝑛 − 𝑖 𝐶1  

𝑚𝑐 + 𝑖+1 𝜃

 𝑖+1 𝜃
 +𝑛

𝑖=𝑟

…−1𝑛−𝑖𝑚𝑐+𝑛𝜃𝑛𝜃                                                                                                                                                                        (23) 

Case (iii)  𝐔𝐢 𝐢=𝟏
∞  form an geometric process 

Assume that the inter decision times 𝑈𝑖 , 𝑖 = 1,2,3…  form a geometric process with rate b, (b>0).It is assumed that the probability 

density function of𝑈1 is hyper exponential density function 𝑓 𝑡 = 𝑝𝜆𝑒
−𝜆 + 𝑞𝜆𝑙𝑒

−𝜆𝑙 , 𝑝 + 𝑞 = 1. 

 

𝑓  𝑠 =
𝑝𝜆

𝜆+𝑠
+

𝑞𝜆𝑙

𝜆𝑙+𝑠

𝑓  0 =
𝑝𝜆

𝜆
+

𝑞𝜆𝑙

𝜆𝑙
= 𝑝 + 𝑞 = 1

𝑑

𝑑𝑠
 𝑓  𝑠  =

−𝑝𝜆

(𝜆+𝑠)2 +
−𝑞𝜆𝑙

(𝜆𝑙+𝑠)2

 
𝑑

𝑑𝑠
 𝑓  𝑠   

𝑠=0
= − 

𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
 
 
 
 
 

 
 
 

                                                                                                                                                      (24)    

𝑓 𝑘 𝑠 =  𝑓  
𝑠

𝑏 𝑖−1 
𝑘
𝑖=1     

𝑑

𝑑𝑠
 𝑓 𝑘 𝑠  =

𝑑

𝑑𝑠
  𝑓  

𝑠

𝑏 𝑖−1 
𝑘
𝑖=1  =

𝑑

𝑑𝑠
 𝑓  𝑠 × 𝑓  

𝑠

𝑏
 × 𝑓  

𝑠

𝑏2 × …× 𝑓  
𝑠

𝑏𝑘−1    

=
𝑑

𝑑𝑠
 𝑓  𝑠  ×   𝑓  

𝑠

𝑏 𝑖−1 
𝑘
𝑖=2 +

1

𝑏

𝑑

𝑑𝑠
 𝑓  𝑠  ×   𝑓  

𝑠

𝑏 𝑖−1 
𝑘
𝑖=1
𝑖≠2

+
1

𝑏2

𝑑

𝑑𝑠
 𝑓  𝑠  ×  𝑓  

𝑠

𝑏 𝑖−1 + ⋯  +
1

𝑏𝑘−1
𝑘
𝑖=1
𝑖≠3

𝑑

𝑑𝑠
 𝑓  𝑠  ×

  𝑓  
𝑠

𝑏 𝑖−1 
𝑘−1
𝑖=   

Using (24), we get 

 
𝑑

𝑑𝑠
 𝑓 𝑘 𝑠   

𝑠=0
=  

𝑑

𝑑𝑠
  𝑓  

𝑠

𝑏 𝑖−1 
𝑘
𝑖=1   

𝑠=0
   =  − 

𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  

1

𝑏 𝑖−1
𝑘
𝑖=1                                                                                           (25) 

Consider   
𝑑

𝑑𝑠
 𝑓 𝑘 𝑠   

𝑠=0
−  

𝑑

𝑑𝑠
 𝑓 𝑘+1 𝑠   

𝑠=0
 ∞

𝑘=0 =  − 
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
   

1

𝑏 𝑖−1
𝑘
𝑖=1 − 

1

𝑏 𝑖−1
𝑘+1
𝑖=1  ∞

𝑘=0  

                                                                               = − 
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  

1

𝑏𝑘
∞
𝑘=0                                                                                                  (26) 

From equation (11), we have 

𝑙   𝑠 =

−  f  k s  – f  k+1 s  ×∞
k=0

i=rnnCi𝑔𝑥(1)iθk−n−iC1𝑔𝑥(1) i+1θk+n−iC2𝑔𝑥(1)(i+2θ)k …−1n−i𝑔𝑥(1)(nθ)k  

𝐸 𝑇 = −  
𝑑

𝑑𝑠
(𝑙   𝑠 ) 

𝑠=0
 

          =

   
𝑑

𝑑𝑠
 𝑓 𝑘 𝑠   

𝑠=0
−  

𝑑

𝑑𝑠
 𝑓 𝑘+1 𝑠   

𝑠=0
 ×  nCi   𝑔 𝑥 1  iθ  

k
−  n − i C1 𝑔 𝑥 1    i + 1 θ  

k
+  n − i C2 𝑔 𝑥 1   i +n

i=r
∞
k=0

2θk  …−1n−i𝑔𝑥1nθk                                                                                                                                                      (27) 

 

Substituting (26) in (27) 

             =  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  

1

bk ×  nCi   𝑔 𝑥 1  iθ  
k
−  n − i C1 𝑔 𝑥(1)   i + 1 θ  

k
+  n − i C2 𝑔 𝑥(1)( i + 2 θ) 

k
+n

i=r
∞
k=0

     …−1n−i𝑔𝑥(1)(nθ)k  

=  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
 ×  𝑛𝐶𝑖    

𝑔 𝑥(1) iθ 

b
 

k

−  n − i C1  
𝑔 𝑥(1)   i+1 θ 

b
 

k

+  n − i C2  
𝑔 𝑥(1)( i+2 θ)

b
 

k

  …  −1 n−i  
𝑔 𝑥(1)(nθ)

b
 

k

 ∞
𝑘=0

𝑛
𝑖=𝑟   

=  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖   1 −

𝑔 𝑥(1) iθ 

b
 
−1

−  n − i C1  1 −
𝑔 𝑥(1)   i+1 θ 

b
 
−1

+  n − i C2  1 −
𝑔 𝑥(1)  i+2 θ 

b
 
−1

+   …  −1 n−i  1 −𝑛
𝑖=𝑟

𝑔𝑥(1)(nθ)b−1  

=  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖  

𝑏

𝑏−𝑔 𝑥(1) iθ 
 −𝑛

𝑖=𝑟  n − i C1  
𝑏

𝑏−𝑔 𝑥(1)  i+1 θ 
 +  n − i C2  

𝑏

𝑏−𝑔 𝑥(1)  i+2 θ 
 + ⋯ (−1)𝑛−𝑖  

𝑏

𝑏−𝑔 𝑥(1) (nθ 
                (28) 

Using (14) in (28) 

E T =  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖  

𝑏(𝑚𝑐 +𝑖𝜃 )

𝑚𝑐  𝑏−1 +𝑏𝑖𝜃
−  𝑛 − 𝑖 𝐶1

𝑏(𝑚𝑐 +(𝑖+1)𝜃)

𝑚𝑐  𝑏−1 +𝑏(𝑖+1)𝜃
+  n − i C2

𝑏(𝑚𝑐 +(𝑖+2)𝜃)

𝑚𝑐  𝑏−1 +𝑏(𝑖+2)𝜃
+ ⋯ (−1)𝑛−𝑖

𝑏(𝑚𝑐 +𝑛𝜃 )

𝑚𝑐  𝑏−1 +𝑏𝑛𝜃
 𝑛

𝑖=𝑟    (29)  

Case (iv) When 𝑼𝒊
′𝒔  are Correlated: 
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The inter decision times are assumed to be exchangeable and constantly correlated exponential random variables with mean 

 
1

𝜇
(𝜇 > 0).Let R be the constant correlation between Ui  and Uj , i ≠ j. 

By taking Laplace Stieljes transform both side using (9) 

𝐿  𝑠 =

− [𝐹 𝑘 𝑠 −
∞
𝑘=1 𝐹 𝑘+1 𝑠 ] ×   nCi [ g  iθ  k −  n − i C1 g    i + 1 θ  k +  n − i C2 g ( i + 2 θ) k +  …  −1 n−i[g (nθ)]k n

i=r   

𝐸 𝑇 = −  
𝑑

𝑑𝑠
 𝐿  𝑠   

𝑠=0
=    

𝑑

𝑑𝑠
 𝐹 𝑘 𝑠   

𝑠=0
−  

𝑑

𝑑𝑠
 𝐹 𝑘+1 𝑠   

𝑠=0
 ×  nCi   𝑔 𝑥(1) iθ  

k
−  n − i C1 𝑔 𝑥(1)   i + 1 θ  

k
+n

i=r
∞
k=0

n−iC2𝑔𝑥(1)i+2θk …−1n−i𝑔𝑥(1)nθk                                                                                                                     (30) 

The cumulative distribution function of the partial sum 𝑈1 + 𝑈2 + ⋯ + 𝑈𝑘  is given by Gurland (1955) as  

𝐹𝑘 𝑡 =  
1−𝑅

1−𝑅+𝑘𝑅
   

𝑘𝑅

1−𝑅+𝑘𝑅
 
𝑗 𝜑(𝑘+𝑗 ,

𝑡

𝑢
)

 𝑘+𝑗−1 !

∞
𝑗=0   

𝑤𝑒𝑟𝑒 𝑢 =
1−𝑅

𝜇
 𝑎𝑛𝑑 𝜑  𝑘 + 𝑗,

𝑡

𝑢
 =   𝑒−∈ ∈𝑘+𝑗−1 𝑑 ∈.

𝑡

𝑢
0

  

𝐹 𝑘 𝑠 =  
1−𝑅

1−𝑅+𝑘𝑅
   

𝑘𝑅

1−𝑅+𝑘𝑅
 
𝑗 1

 𝑘+𝑗−1 !
 𝜑(𝑘 + 𝑗,

𝑡

𝑢
)𝑒−𝑠𝑡

∞

0
∞
𝑗=0 𝑑𝑡  

           =  
1−𝑅

1−𝑅+𝑘𝑅
   

𝑘𝑅

1−𝑅+𝑘𝑅
 
𝑗 1

 𝑘+𝑗−1 !
 𝑒−𝑠𝑡

∞

0
∞
𝑗=0

𝑑

𝑑𝑡
  𝑒−∈ ∈𝑘+𝑗−1 𝑑 ∈.

𝑡

𝑢
0

   

              =
1

 1+𝑢𝑠 𝑘
 1 +

𝑘𝑅𝑢𝑠

 1−𝑅 (1+𝑢𝑠)
 
−1

  

              =   1 + 𝑢𝑠 𝑘  1 +
𝑘𝑅𝑢𝑠

 1−𝑅  1+𝑢𝑠 
  

−1

  

𝐹 𝑘 𝑠 =
(1−𝑅)𝑚𝑘

1−𝑅+𝑘𝑅−𝑘𝑅𝑚
 𝑤𝑒𝑟𝑒 𝑚 =

1

1+𝑢𝑠
  

𝑑

𝑑𝑠
 𝐹 𝑘 𝑠  =  1 − 𝑅  

(1−𝑅+𝑘𝑅−𝑘𝑅𝑚 )𝑘𝑚𝑘−1+𝑚𝑘𝑘𝑅

 1−𝑅+𝑘𝑅−𝑘𝑅𝑚  2  
𝑑

𝑑𝑠
(𝑚)  

𝑑

𝑑𝑠
 𝑚 = −

𝑢

(+𝑢𝑠 )2  and  
𝑑

𝑑𝑠
 𝑚  

𝑠=0
= −𝑢 and  𝑚 𝑠=0 = 1  

 
𝑑

𝑑𝑠
 𝐹 𝑘 𝑠   

𝑠=0
= (1 − 𝑅)  

 1−𝑅  −𝑘𝑢 −𝑘𝑅𝑢

(1−𝑅)2  =
−𝑘𝑢

(1−𝑅)
  

 
𝑑

𝑑𝑠
 𝐹 𝑘 𝑠   

𝑠=0
−  

𝑑

𝑑𝑠
 𝐹 𝑘+1 𝑠   

𝑠=0
=

−𝑘𝑢

(1−𝑅)
+

(𝑘+1)𝑢

(1−𝑅)
=

𝑢

(1−𝑅)
                                                                                                            (31)  

Substituting (31) in (30), the mean time to recruitment is  

𝐸 𝑇 = 

          
𝑢

1−𝑅
 ×∞

k=0

i=rnnCi𝑔𝑥(1)iθk−n−iC1𝑔𝑥(1) i+1θk+n−iC2𝑔𝑥(1)i+2θk+  …−1n−i𝑔𝑥(1)nθk  

=  
𝑢

1−𝑅
  nCi    𝑔 𝑥(1) iθ  

k
−  n − i C1 𝑔 𝑥(1)   i + 1 θ  

k
+  n − i C2 𝑔 𝑥(1)  i + 2 θ  

k
+   … −1 n−i 𝑔 𝑥(1) nθ  

k
 ∞

k=0
n
i=r   

=  
𝑢

1−𝑅
  nCi  

1

1−𝑔 𝑥(1) iθ 
−   n − i C1

1

1−𝑔 𝑥(1) (i+1)θ 
+  n − i C2

1

1−𝑔 𝑥(1) (i+2)θ 
+ ⋯ (−1)n−i 1

1−𝑔 𝑥(1) nθ 
 n

i=r                                  (32) 

Substituting (14) in (32) 

   E(T)  =  
𝑢

1−𝑅
  𝑛𝐶𝑖   

𝑚𝑐 +𝑖𝜃

𝑖𝜃
 −  𝑛 − 𝑖 𝐶𝑖  

𝑚𝑐+ 𝑖+1 𝜃

 𝑖+1 𝜃
 + ⋯ −1 𝑛−𝑖  

𝑚𝑐+𝑛𝜃

𝑛𝜃
  𝑛

𝑖=𝑟                                                                      (33) 

Suppose 𝒈 𝒙 = 𝐠𝐱(𝐦) 𝐱  

             Then  

P T > 𝑡 =   Fk t  − Fk+1 t   nCi   g x(m ) iθ  
k
−  n − i C1 g x(m)   i + 1 θ  

k
+  n − i C2 g x(m)( i + 2 θ) 

k
+n

i=r
∞
k=0

  …−1n−i[gx(m)(nθ)]k                                                                                                                                                                 (34) 

𝐿 𝑡 = 1 − 𝑃(𝑇 > 𝑡) 

𝑙 𝑡 =
𝑑

𝑑𝑡
(𝐿 𝑡 ) 

=
−  fk t  −∞

k=0

fk+1ti=rnnCigx(m)iθk−n−iC1gx(m) i+1θk+n−iC2gx(m)(i+2θ)k+  …−1n−i[gx(m)(nθ)]k      (35) 

𝑙   𝑠 = −  f  k t  − f  k+1 t  ×  nCi   g x(m) iθ  
k
−  n − i C1 g x(m)   i + 1 θ  

k
+  n − i C2 g x(m)( i + 2 θ) 

k
+n

i=r
∞
k=0

  …−1n−i[gx(m)(nθ)]k                                                                                                                                                                 (36) 

𝑙   𝑠 =  𝑛𝐶𝑖
𝑛
𝑖=𝑟   1 − g x(m) iθ   𝑓𝑘 

∞
𝑘=0  𝑠  g x(m) iθ  

k−1
−  n − i C1 1 − g x(m) (i + 1)θ   𝑓𝑘 

∞
𝑘=0  𝑠  g x(m) (i + 1)θ  

k−1
+

…1−gx(m)nθ𝑘=0∞𝑓𝑘𝑠gx(m)nθk−1  
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𝑙   𝑠 =  𝑛𝐶𝑖
𝑛
𝑖=𝑟  

 1−g x (m ) iθ  𝑓  (𝑠)

1−𝑓  (𝑠) g x (m ) iθ 
− (𝑛 − 𝑖)𝐶1

 1−g x (m ) (i+1)θ  𝑓  (𝑠)

1−𝑓  (𝑠) g x (m ) (i+1)θ 
+ ⋯ (−1)𝑛−𝑖

 1−g x (m ) nθ  𝑓  (𝑠)

1−𝑓  (𝑠) g x (m ) nθ 
                                                   (37) 

Since 𝑔 𝑥 = 𝑐𝑒−𝑐𝑥  

gX m  
 x = 𝑚 𝑔 𝑥  G x  m−1 

𝑔𝑥 𝑚  𝑥 = 𝑚𝑐𝑒−𝑐𝑥 (1 − 𝑒−𝑐𝑥 )𝑚−1 

g x m  θ = mc e−cx (1 − 𝑒−𝑐𝑥 )𝑚−1e−θxdx
∞

0
= −m (1 − z)m−1eθ 

log z

c
 dz

0

1
= m (1 − z)m−1z

θ

c dz.
1

0
  

= 𝑚𝛽  
𝜃

𝑐
+ 1,𝑚 = 𝑚

𝛤 
𝜃

𝑐
+1 𝛤 𝑚 

𝛤 𝜃 𝑐 +𝑚 
  

Simplifying the right side, we get 

g x m  θ =
𝑚 !𝑐𝑚

𝛿(𝑐 ,𝜃)
                                                                                                                                                                               (38) 

Where 𝛿 𝑐,𝜃 =  𝑐 + 𝜃  2𝑐 + 𝜃  3𝑐 + 𝜃 … (𝑚𝑐 + 𝜃)                                                                                                                (39) 

𝐸 𝑇 = −
𝑑

𝑑𝑠
(𝑙   𝑠 )𝑠=0 

          = − 𝑛𝐶𝑖  
 1−g x m   iθ   

𝑑

𝑑𝑠
(𝑓 (𝑠) 

𝑠=0

 1−g x m   iθ 𝑓   𝑠  
𝑠=0

2 −  𝑛 − 𝑖 𝐶1

 1−g x m    i+1 θ   
𝑑

𝑑𝑠
(𝑓 (𝑠) 

𝑠=0

 1−g x m    i+1 θ 𝑓   𝑠  
𝑠=0

2 + ⋯        (−1)𝑛−𝑖
 1−g x (m ) nθ   

𝑑

𝑑𝑠
(𝑓 (𝑠) 

𝑠=0

 1−g x (m ) nθ 𝑓  (𝑠) 
𝑠=0

2  𝑛
𝑖=𝑟   

         = − 𝑛𝐶𝑖  
1

 1−g x (m ) iθ  
−  𝑛 − 𝑖 𝐶1

1

 1−g x (m ) (i+1)θ  
+ ⋯ (−1)𝑛−𝑖

1

 1−g x (m ) nθ  
 𝑛

𝑖=𝑟  
𝑑

𝑑𝑠
(𝑓 (𝑠) 

𝑠=0
                                           (40) 

We now obtain the analytical result for mean time to recruitment in closed form for four different cases on inter-decision 

times {𝑈𝑖}𝑖=1
∞  

Case (i) {𝑼𝒊}𝒊=𝟏
∞  form an Ordinary Renewal Process: 

The inter decision times are assumed to be independent and identically distributed hyper exponential random variable 

with probability density function f t = pe−λh t + qe−λl t , p + q = 1.Where λh , λl  are high and low attrition rate p,q are the 

proportion of decisions having high and low attrition. 

𝑓  𝑠 =
𝑝𝜆

𝜆+𝑠
+

𝑞𝜆𝑙

𝜆𝑙+𝑠
, 𝑓  0 =

𝑝𝜆

𝜆
+

𝑞𝜆𝑙

𝜆𝑙
= 𝑝 + 𝑞 = 1,

𝑑

𝑑𝑠
 𝑓  𝑠  =

−𝑝𝜆

(𝜆+𝑠)2 +
−𝑞𝜆𝑙

(𝜆𝑙+𝑠)2  

  
𝑑

𝑑𝑠
 𝑓  𝑠   

𝑠=0
= − 

𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
 , 𝑓  0 = 1  

Substituting the above equation in (40), we get 

𝐸(𝑇) =  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖  

1

 1−g x (m ) iθ  
−  𝑛 − 𝑖 𝐶1

1

 1−g x (m ) (i+1)θ  
+ ⋯ (−1)𝑛−𝑖

1

 1−g x (m ) nθ  
 𝑛

𝑖=𝑟                                                   (41) 

Substituting (38) in (41) 

𝐸(𝑇) =  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖   

𝛿(𝑐 ,𝑖𝜃 )

𝛿 𝑐 ,𝑖𝜃  −𝑚 !𝑐𝑚
 −  𝑛 − 𝑖 𝐶1  

𝛿(𝑐 ,(𝑖+1)𝜃)

𝛿 𝑐 ,(𝑖+1)𝜃 −𝑚 !𝑐𝑚
 + ⋯ −1 𝑛−𝑖  

𝛿(𝑐 ,𝑛𝜃 )

𝛿 𝑐 ,𝑛𝜃  −𝑚 !𝑐𝑚
  𝑛

𝑖=𝑟                                     (42) 

Where 𝛿 𝑐,𝜃 is given by the equation (39) 

Case (ii)  𝐔𝐢 𝐢=𝟏
∞  form an order statistics 

Consider the population  Ui i=1
∞  of independent and identically distributed interdecision times with hyper exponential 

cumulative distribution F t = 1 − pe−λh t − qe−λl t  and the corresponding density function f(t).Assume that  Ui i=1
m1  be a sample 

of size m1 selected from this population .Let U1 , U2,… , U m1
 be the order statistics corresponding to this sample with respective 

probability density function fU1 ,fU2
,… . . fUm 1 ,. U1 is the first order statistics and  Um1

 is the m1th  order statistics  such that 

U1 ≤ U2 ≤ ⋯… .≤ Um1
 and hence not independent. 

Sub case (i) 

Substituting (18) in (40) the mean time to recruitment is 

𝐸 𝑇 =   m1
r1
 

m1
r1=0 pr1 qm1−r1  

1

 λh r1−λl r1+λl m1 
  𝑛𝐶𝑖  

1

 1−𝑔 𝑥(𝑚 ) iθ  
−  𝑛 − 𝑖 𝐶𝑖

1

 1−𝑔 𝑥(𝑚 ) (i+1)θ  
+ ⋯ (−1)𝑛−𝑖

1

 1−𝑔 𝑥(𝑚 ) nθ  
 𝑛

𝑖=𝑟   (43) 

Substituting (38) in (43) 

𝐸 𝑇 =   m1
r1
 

m1
r1=0 pr1 qm1−r1  

1

 λh r1−λl r1+λl m1 
 ×  𝑛𝐶𝑖

𝑛
𝑖=𝑟  𝑛𝐶𝑖   

𝛿(𝑐 ,𝑖𝜃 )

𝛿 𝑐 ,𝑖𝜃  −𝑚 !𝑐𝑚
 −  𝑛 − 𝑖 𝐶1  

𝛿(𝑐 ,(𝑖+1)𝜃)

𝛿 𝑐 ,(𝑖+1)𝜃 −𝑚 !𝑐𝑚
 +𝑛

𝑖=𝑟

…−1𝑛−𝑖𝛿(𝑐,𝑛𝜃)𝛿𝑐,𝑛𝜃−𝑚!𝑐𝑚                                                                                                                                                               

(44) 
Where 𝛿 𝑐,𝜃 is given by the equation (39) 

Sub case (ii) 
Substituting (21) in (40) the mean time to recruitment is 

𝐸 𝑇 =   
m1!

r1 !r2! m1−r1−r2 !
pr2 qm1−r1−r2m1−r1

r2=0

 1

 λh r2−λl r2−λl r1+λl m1 
 ×

m1
r1=0  𝑛𝐶𝑖  

1

 1−𝑔 𝑥(𝑚 ) iθ  
−  𝑛 − 𝑖 𝐶1

1

 1−𝑔 𝑥(𝑚 ) (i+1)θ  
+𝑛

𝑖=𝑟

…(−1)𝑛−𝑖11−𝑔𝑥(𝑚)nθ                                                                                                                                                                   

(45) 
Substituting (38) in (45) 
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𝐸 𝑇 =    −1 m1−𝑟1+1 m1 !

r1!r2 ! m1−r1−r2 !
pr2 qm1−r1−r2m1−r1

r2=0

 1

 λh r2−λl r2−λl r1+λl m1 
 ×

m1
r1=0  𝑛𝐶𝑖   

𝛿(𝑐 ,𝑖𝜃 )

𝛿 𝑐 ,𝑖𝜃  −𝑚 !𝑐𝑚
 −  𝑛 −𝑛

𝑖=𝑟

𝑖𝐶1𝛿(𝑐,(𝑖+1)𝜃)𝛿𝑐,(𝑖+1)𝜃−𝑚!𝑐𝑚+…−1𝑛−𝑖𝛿(𝑐,𝑛𝜃)𝛿𝑐,𝑛𝜃−𝑚!𝑐𝑚                                                                                                                      

(46) 
Where 𝛿 𝑐,𝜃 is given by the equation (39) 

Case (iii)  {𝑼𝒊}𝒊=𝟏
∞  form a Geometric Process: 

Assume that the inter decision times 𝑈𝑖 , 𝑖 = 1,2,3…  form a geometric process with rate b, (b>0).It is assumed that the 

probability density function of𝑈1 is hyper exponential density function f t = pλh e−λh + qλle
−λl , p + q = 1. 

From equation (10), we have 

𝑙   𝑠 = −  f  k s  − f  k+1 s   ×  nCi   g x(m) iθ  
k
−  n − i C1 g x(m)   i + 1 θ  

k
+  n − i C2 g x(m)( i + 2 θ) 

k
+n

i=r
∞
k=0

 …−1n−igx(m)(nθ)k  

𝐸 𝑇 = −  
𝑑

𝑑𝑠
(𝑙   𝑠 ) 

𝑠=0
  

=    
𝑑

𝑑𝑠
(𝑓 𝑘 𝑠 ) 

𝑠=0
−  

𝑑

𝑑𝑠
(𝑓 𝑘+1 𝑠 ) 

𝑠=0
 ×  nCi   g x(m) iθ  

k
−  n − i C1 g x(m)   i + 1 θ  

k
+  n − i C2 g x(m)( i +n

i=r
∞
k=0

2θ)k+…−1n−igx(m)(nθ)k                                                                                                                                                   (47) 

Substituting (26) in (47) 

       =

 
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  

1

bk ×∞
k=0

i=rnnCigx(m)iθk−n−iC1gx(m) i+1θk+n−iC2gx(m)(i+2θ)k+  …−1n−igx(m)(nθ)k  

       =  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖    

g x (m ) iθ 

b
 

k

−  n − i C1  
g x (m )   i+1 θ 

b
 

k

+  n − i C2  
g x (m )( i+2 θ)

b
 

k

+     … −1 n−i  
g x (m )(nθ)

b
 

k

 ∞
𝑘=0

𝑛
𝑖=𝑟   

      =  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖   1 −

g x (m ) iθ 

b
 
−1

−  n − i C1  1 −
g x (m )   i+1 θ 

b
 
−1

+  n − i C2  1 −
g x (m )( i+2 θ)

b
 
−1

+   …  −1 n−i  1 −𝑛
𝑖=𝑟

gx(m)(nθ)b−1  

     =  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖  

𝑏

𝑏−g x (m ) iθ 
 −𝑛

𝑖=𝑟  n − i C1  
𝑏

𝑏−g x (m ) (i+1)θ 
 +  n − i C2  

𝑏

𝑏−g x (m ) (i+2)θ 
 + ⋯ (−1)𝑛−𝑖  

𝑏

𝑏−g x (m ) (nθ 
          (48) 

Substituting (38) in (48) 

=  
𝑝𝜆𝑙+𝑞𝜆

𝜆𝜆𝑙
  𝑛𝐶𝑖   

𝑏𝛿 (𝑐 ,𝑖𝜃 )

𝑏𝛿  𝑐 ,𝑖𝜃  −𝑚 !𝑐𝑚
 −  𝑛 − 𝑖 𝐶𝑖  

𝑏𝛿 (𝑐 ,(𝑖+1)𝜃)

𝑏𝛿  𝑐 ,(𝑖+1)𝜃 −𝑚 !𝑐𝑚
 + ⋯ −1 𝑛−𝑖  

𝑏𝛿 (𝑐 ,𝑛𝜃 )

𝑏𝛿  𝑐 ,𝑛𝜃  −𝑚 !𝑐𝑚
  𝑛

𝑖=𝑟                                         (49) 

Where 𝛿 𝑐,𝜃 is given by the equation (39) 

Case (iv) When 𝑼𝒊
′𝒔  are correlated: 

The inter decision times are assumed to be exchangeable and constantly correlated exponential random variables with 

mean  
1

𝜇
(𝜇 > 0).Let R be the constant correlation between Ui  and Uj , i ≠ j. 

By taking Laplace Stieljes transform both side using (9) 

𝐿  𝑠 =

− [𝐹 𝑘 𝑠 −
∞
𝑘=1 𝐹 𝑘+1 𝑠 ] ×   nCi  g  iθ  k −  n − i C1 g    i + 1 θ  k +  n − i C2 g ( i + 2 θ) k +  …  −1 n−i[g (nθ)]k n

i=r   

𝐸 𝑇 = −  
𝑑

𝑑𝑠
 𝐿  𝑠   

𝑠=0
 

         =

   
𝑑

𝑑𝑠
 𝐹 𝑘 𝑠   

𝑠=0
−  

𝑑

𝑑𝑠
 𝐹 𝑘+1 𝑠   

𝑠=0
 ×  nCi   g x(m) iθ  

k
−  n − i C1 g x(m)   i + 1 θ  

k
+  n − i C2 g x(m)  i +n

i=r
∞
k=0

2θk …−1n−igx(m)nθk                                                                                                                                                      (50) 

𝐸 𝑇 =

  
𝑢

1−𝑅
  nCi   g x(m) iθ  

k
−  n − i C1 g x(m)   i + 1 θ  

k
+  n − i C2 g x(m)  i + 2 θ  

k
  …  −1 n−i g x(m) nθ  

k
 n

i=r
∞
k=0   

Substituting (31) in (50) 

𝐸 𝑇 =

 
𝑢

1−𝑅
  nCi    g x(m) iθ  

k
−  n − i C1 g x(m)   i + 1 θ  

k
+  n − i C2 g x(m)  i + 2 θ  

k
  …  −1 n−i g x(m) nθ  

k
 ∞

k=0
n
i=r   

  =  
𝑢

1−𝑅
  nCi  

1

1−g x (m ) iθ 
−   n − i C1

1

1−g x (m ) (i+1)θ 
+  n − i C2

1

1−g x (m ) (i+2)θ 
+ ⋯ (−1)n−i 1

1−g x (m ) nθ 
 n

i=r                              (51) 

Substituting (31) in (51) 

  E(T) =  
𝑢

1−𝑅
  𝑛𝐶𝑖   

𝛿(𝑐 ,𝑖𝜃 )

𝛿 𝑐 ,𝑖𝜃  −𝑚 !𝑐𝑚
 −  𝑛 − 𝑖 𝐶𝑖  

𝛿(𝑐 ,(𝑖+1)𝜃)

𝛿 𝑐 ,(𝑖+1)𝜃 −𝑚 !𝑐𝑚
 + ⋯ −1 𝑛−𝑖  

𝛿(𝑐 ,𝑛𝜃 )

𝛿 𝑐 ,𝑛𝜃  −𝑚 !𝑐𝑚
  𝑛

𝑖=𝑟                                          (52) 

Conclusion:  

From the present work we can study about two grade and three grade manpower system. This work also can be extended 

in two sources of depletion. The influence of the hypothetical parameter on the performance measure can be studied numerically 

with the help of MATLAB by fixing the value for n and r. 
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