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ABSTRACT Today, the classification and location of faults in electrical networks continues to be a topic of 

great interest. Faults are a major problem mainly due to the working time spent to detect, locate and repair 

the cause of the fault. So, automatic fault classification and location is gaining great interest due to the cost 

and time savings compared to conventional location techniques. There are several state-of-the-art techniques 

that help to classify and locate faults. These techniques are mainly based on line-impedance measurements 

or in the detection of the traveling wave produced by the event caused by the fault itself. thirdly, this paper 

shows a technique that has given very good results based on time-domain pulse reflectometry (TDR). The 

physical principle is based on high frequency pulses injected into the network. These pulses are propagated 

through the network and returned to the injector bringing information about the state of the network. Using 

this technique, large distances can be monitored on a line with a single device. In addition, a real complex 

network and a real injector have been modeled in PSCADTM software. The combination of the TDR technique 

with the modeling of a real network results in high quality signals. These signals, which are very similar to 

the real ones, can be used for further processing by any of the existing state-of-the-art techniques, such as 

Neural Networks. Unlike the IEEE-13 network model, a real complex network has been modeled in this work. 

In addition, a real injector and a real network coupling filter have been modeled. This technique allows the 

verification of the model by comparing the modeled signals and the real ones obtained in the field. In addition, 

this work provides a database of simulated signals generated by simulation that can be used for experiments. 

INDEX TERMS Fault classification, Fault location, Transmission lines, time-domain pulse reflectometry, 

modelling network.

I. INTRODUCTION 

From a maintenance cost point of view, distribution system 

operators (DSOs) are specially concerned with reducing 

outage times. From a commercial point of view, an 

indeterminate number of clients lose their power supply 

during these periods, and some power stations (specially 

distributed generation, DG) may be also affected thereby. So, 

fault location and identification techniques are an effective 

method to reduce lasting outage times, considering most of the 

interruptions occur during a fault in the distribution network 

[1]–[3]. When maintenance crews are able to find the problem 

faster due to location techniques, the fault can be fixed earlier.  

On the other hand, fault location techniques are widely used 

in transmission systems where each line is monitored 

separately. But distribution networks in real environments 

usually have a radial, ring or mesh topology, with many nodes 

and branches [4]–[8]. Therefore, location methods need a 

different approach to obtain a cost-effective system which can 

monitor the entire grid or an important section of it. 

 Additionally, it is also important to consider other specific 

characteristics of distribution systems like the presence of 

unbalanced loads, laterals, and different kind of 

cables/conductors. These features affect several assumptions 

of location methods, reducing their performance. 
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 It is worth mentioning a couple of significant cases: 1) IT 

(Isolé-Terre) networks, which are common in distribution 

systems. Location is more challenging in these kind of grids 

[9] since classical impedance-based methods have substantial 

errors. And 2), Low Voltage (LV) distribution grids, which 

specially lack studies about fault location techniques [10]. 

These last networks have two important differences regarding 

high and medium voltage grids: 

• Underground lines are commonly made up of 

unshielded wires 

• The system end points are the customers loads, so 

there is a variability in their impedance value 

  In conclusion, on the one hand, further research is needed 

to find a fault location technique adapted to the special 

characteristics of real distribution networks, and on the other 

hand, more reality-based scenarios and data need to be created 

and shared. 

Finally, the complexity of these scenarios must be 

accompanied by a comprehensive set of data where several 

electrical faults can be found. In this sense, there are several 

kinds of faults in power systems. For instance, series faults are 

produced by broken wires, and they increase the impedance of 

the affected lines. Or shunt faults consisting of a contact 

among one phase and ground and/or other phase/s. Mainly, 

distribution networks suffer shunt faults [11] and they, in turn, 

can be classified considering the number of faulty phases and 

the involvement of ground: 

 

• Single line to ground. 

• Double line. 

• Double line to ground. 

• Three phases. 

• Three phase to ground. 

 

Each kind of fault causes different electrical responses and 

may produce less or more hazardous effects. Thus, a complete 

fault-diagnosis method should be able to resolve not only the 

location of the faulty point but also the kind of fault found in 

the distribution network [12].  

Our proposal, therefore, is focused on the methodology of 

creating real distribution networks in a simulation 

environment that allows us to carry out high quality and high-

fidelity simulations. Not only considering the creation of 

different layouts, but also having the possibility to simulate 

with different types of faults. 

Additionally, and based on the above, the contribution of 

the present paper is built over the next points: 

 

1) To demonstrate the methodology to model a real 

distribution network, the injector device, and the 

coupling device. 

2) To demonstrate that we can simulate the pre-fault and 

fault state of the network and obtain the network 

response signals. 

 

3) To demonstrate that the signals obtained are of sufficient 

quality to be used in post-processing to detect or locate 

faults. 

4) To provide a database of 200 signals simulated from a 

real network to serve as a tool for future studies 

 

  
II. ENVIRONMENT 

Today, electrification has become one of the paradigms of 

our society. The technological progress that humanity is 

undergoing generates an unprecedented dependence on 

electricity. 

In this context, distribution networks play a fundamental 

role since a service failure can have catastrophic 

consequences. Examples include the dependence of 

telecommunications, aviation, the medical industry (which is 

becoming more and more technologically advanced), the arms 

industry and, of course, the dependence of today's society on 

artificial lighting. 

It is essential that transmission and distribution 

infrastructures (as well as distributed generation) are robust to 

any circumstance that could leave grid users without service. 

So, the classification and location of faults in power grids [13], 

has become an essential objective to achieve the objective to 

reduce non-productive times. But even today, the task of 

localization, specially, in distribution networks is still a 

difficult task that involves the displacement of specialized 

personnel with ground or aerial means throughout the affected 

section. All this has led to make an effort to advance in the 

automatic location of faults. The central idea in automatic fault 

location is to detect the fault and its type, as well as to locate 

the distance to the fault as accurately and quickly as possible. 

Nowadays, to repair a fault, the section where it has 

occurred must be checked and the exact point must be found 

by visual inspection. The immediate objective of automatic 

fault location is to be able to tell maintenance personnel the 

exact location of the fault so that they do not have to search for 

it. 

As a future goal, automatic fault localization will allow the 

development of the network self-repair paradigm. In this case, 

the networks themselves will automatically disconnect only 

the affected section, isolating a minimum segment of the 

network (where the fault occurred). The rest of the section is 

supplied by another redundant path.  For this to be possible, 

the networks must be highly meshed, i.e., have a radial and 

highly redundant topology.  

This tendency of networks to be highly meshed makes it 

even more difficult to locate faults in a given section.  

In addition to the need for fault location, fault detection and 

classification may also be necessary. In some lines 

(transmission lines and some distribution lines), there are fault 

passage detectors [12]. These systems monitor the voltage and 

current of the network. When a fault occurs, the device detects 

it and can alert a second system to locate the fault.  
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However, usually in low voltage lines, these last systems 

are not available due to their high cost, so the detection and 

classification of faults is a necessary preliminary step for the 

subsequent fault location.  

In this paper, we address the task of modelling a real 

complex distribution network in order to, subsequently, by 

means of simulation, be able to generate network response 

signals to the pulses injected into the network.  

This response is produced not only with the network in pre 

fault state but also with the network once a fault has occurred 

(also simulated). With these data, a representative database is 

obtained to be processed later with different fault location 

algorithms. 

As already mentioned, the physical principle used to obtain 

these signals is time domain reflectometry (TDR) [14], [15]. 

The injected signal propagates through the network and 

bounces (at each impedance change) and returns to the locator 

bringing information about the state of the network. 

It basically consists of performing periodic injections of 

pulses into the line in each of the phases of the network (R-S-

T) so that the electrical response of the network is updated 

frequently. When a fault occurs, the response signal is 

different from the signal received when the network was 

operating normally. 

This reflection of the pulses makes it possible to record at 

the injection point all the signals that "come back" after 

"bouncing" through the different bifurcations of the network. 

These signals are digitized in the injector itself and then 

processed by an algorithm to locate the fault. 

 

 
III. STATE OF THE ART 

 

The structure of the state of the art is shown below. First, a 

change of scenario from IEEE 13 simulations to a real network 

is shown. Then we will discuss the modelling of the Injector 

and the filter and at the end a review of the main localization 

and classification techniques is given. 

A. Change of scenario: from IEEE-13 to real network 
modeling. 

The IEEE 13 bus feeder is a small system that is used to test 

distribution systems. It operates  at 4.16kV, has 1 source, a re

gulator, a number of short unbalanced transmission lines, 

and  shunt  capacitors.  Fig.  1  shows  the  one  line  diagram  

of  the  test  system .  

 

 
 

FIGURE 1. One‐Line Diagram of IEEE 13 Bus Power System . 

 

There are multiple publications using the IEEE 13 network 

to develop fault location or classification algorithms [16]–[19] 

This networks may be suitable for making comparisons of 

different techniques or algorithms, but since it is a simulated 

network that has no correspondence with a real network, the 

simulations cannot be verified. 

In our work, we have modeled a real network containing 25 

nodes. This network has been modeled with the real data of 

cable models and node impedances. 

It has been possible to verify that the signals obtained by the 

simulator correlate with the signals recorded in the field. These 

signals can be used to develop reliable fault classification and 

location algorithms. 

Using a model of a real network, the aim is to take a further 

step towards the development of fault detection and 

localization algorithms. 

B. Modeling of Injectors and Couplers 

By modelling the signal injector and the grid coupling filter, 

together with the modelling of the grid itself, we are able to 

perform simulations fairly close to reality and thus develop 

more accurate algorithms that can be validated in the field. 

In the TDR technique, high frequency pulses are injected into 

the network. In order to inject the pulses and receive the 

response from the network, we uses an injector and a coupler 

devices [20]. 

The injector is basically a voltage source whose output can 

be switched for a certain time in order to obtain the required 

pulse width. 

Between the injector and the network, the coupler is placed. 

The coupler is basically a filter that lets the high frequency 

pulses through in one direction and blocks the low frequency 

(50 Hz) of the mains in the other direction [21], [22].  

In this work we have modelled the injector and the real 

coupler used in the prototype installed in the field. 
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C. Localization and classification techniques 

Multiple techniques have been proposed to address the fault 

location problem. However, all methods can be grouped in 

three main categories: impedance measurement, travelling 

waves and artificial intelligent.  

1) IMPEDANCE MEASUREMENT 

This methodology consists in measuring the apparent 

impedance at the rated frequency from a single point within 

the electrical network. The impedance measurement changes 

between a healthy and a faulty line. Moreover, the impedance 

variation is related to the fault distance. So, if the apparent 

impedance is being monitored during a fault occurrence, it is 

possible to determine the failure location. 

The main advantage of this method is to work with steady 

state values. Thus, the required acquisition device can be 

relatively cheap and simple. Nevertheless, distribution 

networks have inherent characteristics which introduce 

substantial errors to this technique [23]–[25]: 

 

• Non-uniformity of the lines 

• High impedance faults specially in IT grids 

• Radial topology leading to the multi-point location 

problem 

• Unbalanced loads among phases  

 

Furthermore, the presence of distributed generation becomes 

impedance-based methods more challenging [26]. 

Accordingly, this methodology does not seem the most 

suitable solution for location in the new paradigm of power 

distribution networks. 

 

2) TRAVELLING WAVES 

Well-known propagation of electromagnetic waves through 

transmission lines is the basis of this location method. 

Mainly, telegraph equations describe this phenomenon 

where two important properties allow locating faults in 

power systems:  

• Waves travel with a certain speed depending on the 

wire properties.  

• Any impedance change along the line produces a 

partial reflection of the electromagnetic waves.  

 

There are two main approaches to this technique:  

 

• Measuring the transient signal produced by the 

fault. This approach is widely used in transmission 

systems [27] where lines are monitored separately. 

However, in distribution networks, those transient 

waves experience multiple reflections due to the 

topology. Therefore, the signal intensity may be too 

much low when it arrives to the locator, making 

difficult locating the origin of the fault. Many 

alternatives have been proposed to fix this 

challenge [11], [25], [28]–[33]. On the one hand, 

some of them require the installation of many 

complex and synchronised devices, thus the 

solution is not cost-effective. On the other hand, the 

single-device approaches rely on either complex 

mathematical transformation or grid simulations. 

Both solutions require offline calculation, and the 

latter is model dependent. 

• Injecting a high frequency signal and measuring the 

reflected wavefronts. This technique is commonly 

named as TDR. However, distribution networks 

have many forks where the travelling wave is 

reflected, hence the electrical response of the grid is 

complex. Several solutions [30]–[32] have been 

proposed to overcome this problem, but all of them 

require difficult boundary conditions or have not 

proved to solve the problem in a real network yet.  

 

Summarising, TDR have demonstrated good results in 

distribution systems, both in Medium Voltage (MV) and LV 

networks [33], but further research is needed in order to 

obtain a generalised and cost-effective method. 

3) ARTIFICIAL INTELLIGENT 

There are several approaches within this discipline. 

Regarding fuzzy logic, it is still not clear the number of 

necessary fuzzy functions to define the problem. Genetic 

algorithms introduce unacceptable uncertainties considering 

this application. Whereas support vector machines and 

artificial neural networks seem to fit for fault location. Thus, 

many works can be found about applying these two methods 

to locate faults in distribution networks, usually combined 

with other techniques [34], [35].  

However, these approaches always find the same problem: 

it is really difficult to achieve an adequate database to train the 

algorithms due to the needed amount of data and a lack of 

measured waveforms from faulty lines. Therefore, nowadays 

each training is based on simulations and every proposed 

method strongly relies upon the grid model, requiring a re-

training when any characteristic of the electrical grid changes 

[10], [36][1. Additionally, further investigations are needed in 

order to increase the accuracy of these methods in fault 

location [35]. 

 
IV. THEORY  

A. Telegrapher’s equations 

For the study of transmission lines, the model used consists of 

a temporal discretization of the lines, i.e., an infinitesimal 

analysis of the line is performed to understand the temporal 

and spatial evolution of both voltage and current. 

FIGURE 2. Infinitesimal portion of a transmission line. 
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For this purpose, the line is modelled as shown in Fig. 2, 

and the differential equations obtained are called the 

telegrapher's equations (the complete process of this model 

can be studied in []). 

 
𝜕𝑖(𝑧,𝑡)

𝜕𝑧
+ 𝐺′ ∙ 𝑣(𝑧, 𝑡) + 𝐶′ ∙

𝜕𝑣(𝑧,𝑡)

𝜕𝑡
= 0                 (1) 

 
𝜕𝑣(𝑧,𝑡)

𝜕𝑧
+ 𝑅′ ∙ 𝑖(𝑧, 𝑡) + 𝐿′ ∙

𝜕𝑖(𝑧,𝑡)

𝜕𝑡
= 0                  (2) 

 

In these equations, as can be seen, both the temporal and 

spatial evolution are mathematically defined. Therefore, from 

them it is possible to extract the information of how an 

electrical signal behaves in an electrical conductor. 

The most general solution to the above equations for 

voltage and current is: 

 

𝑣(𝑧, 𝑡) = 𝑉+ ∙ 𝑒(𝑗𝑤𝑡−𝛾𝑧) + 𝑉− ∙ 𝑒(𝑗𝑤𝑡+𝛾𝑧)      (3) 

 

𝑖(𝑧, 𝑡) = 𝐼+ ∙ 𝑒(𝑗𝑤𝑡−𝛾𝑧) + 𝐼− ∙ 𝑒(𝑗𝑤𝑡+𝛾𝑧)        (4) 

 

 

where V+, V-, I+ and I- represent the amplitudes of the 

corresponding waves. 

By decomposing into two independent signals labelled with 

superscripts + and -, respectively: 

 

𝑣+ = 𝑉+ ∙ 𝑒(𝑗𝑤𝑡−𝛾𝑧)     (5) 

𝑖+ = 𝐼+ ∙ 𝑒(𝑗𝑤𝑡−𝛾𝑧)     (6) 

 

Corresponding to the voltage and current wave propagating 

in the direction of increasing z, i.e. in the direction from the 

generator to the load. These are called progressive waves. 

Similarly, we refer to waves propagating in the direction of 

decreasing z, or from the load to the generator, in the following 

equations: 

 

𝑣− = 𝑉− ∙ 𝑒(𝑗𝑤𝑡+𝛾𝑧)     (7) 

 

𝑖− = 𝐼− ∙ 𝑒(𝑗𝑤𝑡+𝛾𝑧)     (8) 

 

which we will call regressive waves. These regressive waves 

are generated when the progressive wave is reflected in the 

load. 

Equations (3) and (4) show that at any point on the 

transmission line, z, and at any instant, t, the measured voltage, 

and current are the sum of the values of the two corresponding 

waves (progressive and regressive). 

Thus, all the points on the transmission line experience the 

same variation as a function of time, the factor 𝑗𝜔𝑡, but with a 

delay due to the position, the factor 𝛾𝑧, which will be greater 

the greater the greater the distance from the origin on the z-

axis. 

B. Morphology and configuration of injected signals 

Taking advantage of the behavior explained in the previous 

section, in which the nature of the emission of a signal on a 

transmission line produces a return signal, we can use the latter 

as a "tracking" signal in search of possible disturbances in the 

distribution network. 

In this way, electrical pulses (24 V) will be injected into the 

network itself, which will give us updated information on the 

status of the network. In other words, a pulse sent to the grid 

in its normal state will return a series of very different return 

signals to those that would be received when the pulse is sent 

when the grid is at fault. 

The state of the distribution network prior to the time of the 

fault (with the network in its normal state) will be called the 

pre-fault state. And consequently, the state of the network 

once the fault has occurred, we will call it the fault state. 

In other works, such as [35].it is proposed to inject pulses 

into the grid at zero crossings of the grid voltage waveform. 

Therefore, this imposes important restrictions on the number 

of pulses to be injected, mainly because the time available to 

inject the pulses is limited to the interval between the detection 

of the fault and the subsequent opening of the line breaker. 

In our approach we suppress the dependence of the injection 

on zero crossings and allow them to be generated at any time. 

The parameters used in the implementation proposed in this 

article are the following: 

Sampling frequency: The proposed three-phase prototype, 

having no limitation on the number of pulses to be injected, 

reconstructs the system response from the injection of four 

pulses, which allows obtaining a reconstructed signal with a 

frequency of 100 MHz 

Injected pulse width: There is a blind zone, defined as the 

distance below which the proposed system is unable to locate 

any faults accurately. During this period of time the system is 

unable to detect any disturbances or changes occurring in the 

power grid, which corresponds to the blind zone of the system. 

Therefore, to reduce the blind zone, the width of the injected 

pulse has been reduced to 10 ns. 

 

 

FIGURE 3. Pulse width 10 ns and response to that pulse (sampling 
frequency 100 MHz) 
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Fig. 3 shows a pulse width of 10 ns, sampled at a frequency 

of 100 MHz It shows how the system response diverges at 

sample n=2 (taking n=0 as the instant where the pulse starts). 

The blind zone is calculated from the sampling frequency of 

the equipment (fs) and the propagation velocity of the pulse on 

the line (v) according to: 

 

𝑑 = 𝑛 ∙
𝑣

2∙𝑓𝑠
     (9) 

 

where n is the sample number where the response diverges. 

Thus, considering a pulse propagation velocity of 1,65 ∙
108 m/s, and at the sampling frequency of 100 MHz, the blind 

zone for such a pulse is 1,65 m. However, for a pulse width of 

2.5 ns, and taking the same sampling frequency and 

propagation speed, the first variation in the response will be 

seen in sample n=5, which is equivalent to 4,125 m of blind 

zone. 

Equipment input impedance: An important addition that 

has been considered in our approach is the modification of the 

input impedance of the system. This prevents the reflected 

pulse from being reflected to the system connection point. 

Also, to achieve a greater range when detecting or locating 

faults, a high impedance has been set at the input of the system. 

C. Network response to injected signals 

At the moment when the waveform appears, a voltage 

originates at the power line input, the propagation of which 

continues until a point of discontinuity is reached, where a 

change of characteristic impedance occurs, as shown in  

Fig. 4. 

  

FIGURE 4. Incident, reflected, and transmitted waves at a discontinuity 
due to a change in impedance. 

 

Through the characteristic impedance line Z0L of the 

diagram in Fig. 3 an incident voltage wave u+, and hence a 

current wave given by: 

 

𝑖+(𝑥, 𝑡) =
𝑢+(𝑥,𝑡)

𝑍0𝐿
     (10) 

 

When u+ reaches the point of discontinuity, a reflected wave 

u- originates and propagates to the left, superimposing itself on 

the incident wave. Also, part of the incident wave is 

transmitted into the new medium, giving rise to a wave ut. For 

the continuity of the electric potential is complied with: 

 

𝑢+(𝑥, 𝑡)  + 𝑢−(𝑥, 𝑡) =  𝑢𝑡(𝑥, 𝑡)     (11) 

 

Similarly, the continuity condition for the current is fulfilled 

at the point of discontinuity: 

 

𝑖+(𝑥, 𝑡)  + 𝑖−(𝑥, 𝑡) =  𝑖𝑡(𝑥, 𝑡)     (12) 

 

Therefore: 

 
𝑢+(𝑥,𝑡)

𝑍0𝐿
−  

𝑢−(𝑥,𝑡)

𝑍0𝐿
=  

𝑢𝑡(𝑥,𝑡)

𝑍0𝐶
     (13) 

 

We can therefore define the reflection coefficient at the 

point of discontinuity as: 

 

𝜁 =
𝑢−(𝑥,𝑡)

𝑢+(𝑥,𝑡)
=

𝑍0𝐶−𝑍0𝐿

𝑍0𝐶+𝑍0𝐿
     (14) 

 

In a zero-loss power line, these characteristic impedances 

do not depend on the frequency, and therefore, after 

transformation to the frequency domain, the reflection 

coefficient remains the same. 

 On the other hand, it follows from () that when the 

impedances of both power lines are equal, 𝜁 = 0, i.e., there is 

no reflected wave, and the lines are said to be matched. In the 

case of a short-circuit in the line, the impedance Z0C can be 

considered as 0, so 𝜁 = −1, or in other words, u-(x,t)=-u+(x,t), 

i.e. at the point where the short-circuit has occurred the entire 

incident wave is reflected. In the same way it follows that, in 

the case of an open line (Z0C=∞), the reflection coefficient is 

equal to unity, the transmitted wave being twice the incident 

wave. 

To derive equation (14), the load impedance or 

characteristic impedance Z0C has been considered purely 

resistive. However, when this impedance is reactive, the 

reflection coefficient in the time domain becomes a function 

of time and, therefore, the reflected wave u-(x, t) is defined as 

the convolution product between the incident wave u+(x, t) and 

the reflection coefficient 𝜁(𝑥, 𝑡): 

 

𝑢−(𝑥, 𝑡) = 𝑢+(𝑥, 𝑡) ∗ 𝜁(𝑥, 𝑡)     (15) 

 

Finally, another parameter to consider would be the 

transmission coefficient , which would be defined as the ratio 

between the transmitted and the reflected waves: 

 

𝜏 =
𝑢𝑡(𝑥,𝑡)

𝑢+(𝑥,𝑡)
=

2∙𝑍0𝐶

𝑍0𝐶+𝑍0𝐿
     (16) 

 

 

Whose relationship with the reflection coefficient would be: 

 

𝜏 = 1 + 𝜁     (17) 
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V. METHODOLOGY 

 

This section describes the methodology to obtain response 

signals from an electrical network using the TDR technique. 

We will start by explaining our proposed system from the 

basic building elements (which need to be modelled 

accordingly), continue with the modelling of the electrical 

network itself, and finally, the relevant simulation process will 

be explained. Therefore, the following three sections will be 

explained in detail: 

 

- Blocks Modeling 

- Network Modeling 

- Simulation Process 

 

 

FIGURE 5. Methodology block diagram 

 

 
VI. BLOCKS MODELING 
 

 

This section describes the basic blocks modelled. It contains 

a generic grid connection, cables, loads, filters, and the pulse 

injector.  

A. Grid connection model 

The system includes the CT (transformer), but also the MV 

connection, modeled with an ideal source and an R-L 

impedance that reflects both the Scc and the R/X ratio of the 

network upstream of the transformer. 

The Scc is the short-circuit power of the upstream MV 

network without the CT, from which the LV model hangs and 

where the pulses are injected. 

The grid connection of the LV network has been modelled 

with an adjustable RL-based equivalent load together with a 

transformer, as shown in Fig. 6. 

 

FIGURE 6. change in impedance. 

 

 

Parameters of the model are: 

• Short circuit power (MVA): 20 

• X/R ratio: 10 

• High voltage (kV): 15 

• Low voltage (kV): 0.4 

• Transformer power (MVA): 0.5 

The RL equivalent parameters Rcc and Lcc are calculated 

from the short circuit power and X/R ratio.  

Several tests have been carried out to evaluate the impact of 

a variation of the R-L equivalent of the upstream MV network. 

The system response was tested for values of Scc = 5, 10 and 

20 MVA and X/R = 10, 5 and 1. For all combinations, almost 

identical results were observed. Only the nominal power of the 

LV transformer has been found to be relevant only for the 

short-circuit transient, which is attenuated less with a 50 kVA 

transformer, than with 500 kVA. Therefore, typical values 

have been chosen for the experiment setup. 

B. Load models 

Loads are very critical in a LV network configuration, as 

they behave similar to faults. Load variations will cause 

different reflection pattern, which means, that the obtained 

reflected signal will be very noisy. In this sense, four 

different load models have been implemented: 

• No load (1 GΩ). 

• Single-phase load. 

• 3-phase symmetric load. 

• 3-phase asymmetric load (several single-phase 

loads at the same bus). 

The loads in the model have been derived from historical 

smart meter data of active and reactive power. Average 

values have been converted into R and L, assuming nominal 

voltage. 3-phase meters were implemented as symmetric 3-

phase loads. Single-phase meters are modeled as such, but in 

occasions, several clients are connected to the same bus. In 

this case, all loads are aggregated and modeled as an 

unbalanced 3-phase load. 

C. Cable models 

The grid model contains detailed models of the cables, 

including 5 different types. In LV networks, cables are not 

shielded, which means that HF signals travel partly outside 

the insulator and may have some interference with 

neighboring conductors. This is a fundamental difference 

compared with medium voltage (MV) networks, where 

cables are typically shielded. Geometrical cable parameters 

are: 

• Number of conductors 

• Conductor radius 

• Insulator radius (measured from conductor center) 

• Conductor distance from ground 

• Conductor distance relative to each other 

• Cable type: aerial or underground 

 

All cables are considered to have 4 conductors, where the 

neutral wire may have a different diameter. 

Apart from the geometric parameters, the frequency 

dependent model has another set of parameters. The adopted 

values shown in Table  have been adjusted during model 

testing. The fitting accuracy needed to be increased compared 

to the default values, in order to avoid numerical oscillations. 
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Namely, starting frequency was reduced from 0.5 Hz to 0.1 Hz 

and end frequency increased from 1 MHz to 1 GHz. 

Frequency increments where increased from 100 to 500 and 

fitting errors were reduced from 0.2% to 0.1%. Finally, DC 

correction was modified from “Disabled” to “Functional 

Form”. 

 
TABLE I 

 OPTIONS OF THE FREQUENCY DEPENDENT CABLE MODEL. 

Model option Value 

Travel Time Interpolation On 

Curve Fitting Starting Frequency 0.1 Hz 

Curve Fitting End Frequency 1 GHz 

Total Number of Frequency increments 500 

Maximum Order of Fitting for Yc 20 

Maximum Fitting Error for Yc 0.1 % 

Max. Order per Delay Grp. for Prop. Func. 20 

Maximum Fitting Error for Prop. Func. 0.1 % 

DC correction Functional 

Form 

Passivity Checking Disabled 

D. Pulse injector device model 

The injector device mainly consists of a HF pulse generator 

and data acquisition with very high time resolution, which 

permits registration of oscillations in the ns-range. The pulse 

is created by a switch and triggered by a pulse controller. Pulse 

amplitude was fixed at 24 V.  

Within the simulation, this controller generates one trigger 

before the fault event, creating the reference response and 

another one after the fault event. It may be mentioned here that 

one trigger event consists of 3 triggers (one for each phase), 

with a time delay of 0.5 ms between them. This time delay is 

necessary, in order to get the necessary attenuation of the pulse 

response, because oscillations are induced in all 3 phases. 

For the pulse generator, two different options were 

implemented, in order to study the differences in the response. 

One option was a sinusoidal signal of one period and the other 

one was a rectangular pulse of half-period duration. With 1 

MHz pulse frequency, this means for the pulse a duration of 

500 ns.  

Simulation tests revealed that an ideal rectangular pulse was 

not suitable. Due to the detailed time-domain model, infinite 

ramps create singularities and the model did not converge. 

Therefore, a more realistic pulse was implemented where the 

switch is modelled as a controllable resistance with a defined  

“on” resistance (Ron fixed at 10 mΩ) and “off” resistance Roff. 

A ramp rate defines how fast the transition between Ron 

and Roff will occur. In the model (Fig. 7), this realistic switch 

model received two parameters: 

 

• Roff: 1 MΩ (“off” resistance of the switch) 

• ramp rate (200 ns from low to high) 

These two parameters have been adjusted together with the 

network filter (see next section), in order to minimize 

oscillations induced by the switch. 

 

 

 

FIGURE 7. Realistic switch model with controlled switch ramps 

E. Coupler device model 

The injector device is connected to the network through a 

filter called “Coupler” which aims to remove the grid 

frequency (50 or 60 Hz) and harmonics. A simple high-pass 

L-C filter has been used for this purpose in the model (Fig. 

8). The desired design frequency of 100 kHz can be obtained 

by many possible combinations of L and C. Tests have 

shown that many combinations, especially with a large 

capacitance cause oscillations when the 1-MHz pulse signals 

are injected. 

 

 

FIGURE 8. Realistic L-C network filter. 

 

Oscillations could be reduced to an acceptable level 

designing the high-pass filter with L-C values of 25.3 µH and 

100 nF respectively. Note that these values are only valid 

together with the ramp parameters of the switch. Therefore, 

in a real device, filter design will be very critical. The Fig. 9 

shows the Bode plot response diagram of the filter. 

 

 

FIGURE 9. Filter Bode plot response diagram 
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VII. NETWORK MODELING  
 

Next, this section describes the network modelled. It contains the relations between the basic blocks of the previous section. 

A diagram of the real network modeled is shown in Fig. 10.  

 

 

FIGURE 10.Diagram of the modeled real network 

The diagram shows the following elements: 

A. Fault Locator (Fig. 11): This is the element that injects 

the pulses and subsequently digitizes the network 

response signals. These signals return after bouncing in 

all impedance changes (loads, bifurcations, cable type 

changes, faults, etc...). 

 

FIGURE 11.Fault Locator 

 

Inside this block (Fig. 12), you can see the pulse injector 

circuit for phase A, with continuous source Va (pulse), phase 

selection (switch A). The signal "pulse A" triggers the 

injection and comes from the "trigger" input. 
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FIGURE 12. Inner Fault Locator 

 

The Fig. 7 shows the inner of the Smooth Switch Ramp  

block.  

PSCAD models the electronics (transistors, IGBTs, etc.) as 

ideal switches (no ramping). It has been observed that this 

introduces extreme transients in the model, especially when a 

pulse is injected. The mains LC filter has been identified as the 

cause, which has some sensitivity to high dU/dt ramps. By 

adjusting the L and C values of this filter, the effect can be 

minimized, but not eliminated. 

To solve this problem, a new module called "Smooth 

Switch" has been created as an element to connect and 

disconnect the source to inject the pulse. This element is 

intended to create a more realistic pulse with controlled 

edges to avoid extreme ramps. 

D. L-C Network Filter (Fig. 13): This is the element that is 

placed between the injector and the mains as an insulator 

against the mains voltage. It is a filter for the mains 

frequency (50 Hz) but allows high frequency pulses to pass 

in both directions. 

 

FIGURE 13. L-C Network Filter 

 

E. Detail of network section (Fig. 14): The bifurcation, the 

distance of the section, the type of cable used and the type of 

load at the end of the section are shown. 

 

FIGURE 14. Detail of network section 

 

F. Definition of fault: The faults can be placed at any point 

in the network. Their impedance value and type can also be 

defined. Fig. 15 shows a fault (FT1), placed in the middle of 

a cable run and Fig. 16 shows a fault (FT4), placed at the end 

of the run before the load.   

 

FIGURE 15. Fault FT1 in the middle of a cable run  

 

FIGURE 16. FT4 failure at end of run and before the load 
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VIII. SIMULATION PROCESS 

A. Simulation Parameters 

This section explains all the parameters that can be set when 

performing a fault simulation. 

Types of faults: Up to 10 different fault types can be defined 

in the  simulation (Fig.17): 

 

FIGURE 17.Combinations of fault types 

Position of the fault: The faults can be placed at any point in 

the network. In our case we have placed 10 faults at different 

distances from the injector (Fig. 18):  

 

FIGURE 18. Localization of faults in the network 

Impedance of the fault: Different types of impedance can be 

associated to each of the defined faults. In our case, we have 

defined four impedance values (Fig. 19), ranging from a very 

low impedance fault or short circuit (0.01Ω) to a high 

impedance fault (1000 Ω) : 

 

 

 

FIGURE 19.Fault impedance values 

Load values: Each of the network loads can be modeled as 

a resistance plus an inductance. In our case, since it is a real 

network, the actual data of the existing loads have been used 

(Fig. 20). 

 
 

FIGURE 20. R and L are values of load n2 

Injected pulse values: The injected pulse can be 

parameterized by varying its width, amplitude and time delay 

between phases (Fig. 21). 

 

FIGURE 21. Voltage (V) and pulse rate (MHz) 

Injection time values: The pulses can be parameterized to 

be injected at the most convenient time in each case. The 

fault event time can also be fixed(Fig. 22). 

 

FIGURE 22. Injection time parameters 

Number of Fault Name of bus Distance  from TDR (m)

3 (FT3, B3) Bus11s 283

4 (FT4, B4) Bus14n 933

5 (FT5, B5) Bus13s 757

6 (FT6, B6) Bus29n 1833

8 (FT8, B8) Bus23s 594

9 (FT9, B9) Bus25_5n 968

10 (FT10, B10) Bus122n 520

7 (FT7, B7) Bus261n 1274

1 (FT1, B1) Bus0_5 12

2 (FT2, B2) Bus2 40

1 0.01 Ω

2 80 Ω

3 150 Ω

4 1000 Ω
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Miscellaneous simulation time considerations: The 

simulation process starts with a waiting time of about 0.04s 

to reach the steady state. This process is necessary because 

the simulator starts the process by abruptly imposing the 

defined voltage on the line. 

Once the steady state has been reached, a pulse is injected 

in each phase (R-S-T) at defined width and amplitude. Pulses 

injected in one phase can be induced in adjacent phases. To 

avoid this problem, it is necessary to wait until the pulse in one 

phase is extinguished before injecting in the next phase. This 

time depends on several factors such as pulse voltage, pulse 

width and the line response itself. This value is adjusted by 

trial-and-error with only one simulation case before launching 

all final simulations. 

The simulation of each case needs about 160 s of execution 

time (running in intel core i7 7th gen). This time is for the 

specific case of the real network simulated in this work. The 

more complex the network, the more runtime each simulation 

needs. 

The total number of simulated faults and the total time 

required for the simulation can be calculated as follows: 

- Having 14 fault locations in the network. These 

locations have been chosen to have a wide range of 

distances to the injector and at various bifurcations. 

- with 10 different types of faults. 

- and 6 possible types of injection that arise from the 

combination of the number of phases in which we inject: 

Inject in all three phases, two by two or one by one. 

- and finally, a range of fault impedances from 0.01Ω to 

1000Ω. Making 5Ω steps, we have 200 values for each 

fault. 

According to (1), with all these data, if we wanted to 

simulate all the combinations, we would have: 

𝟏𝟒 (𝒏𝒐𝒅𝒆𝒔) × 𝟏𝟎 (𝒇𝒂𝒖𝒍𝒕 𝒕𝒚𝒑𝒆𝒔) × 𝟐𝟎𝟎 (𝒊𝒎𝒑𝒆𝒅𝒂𝒏𝒄𝒆 𝒗𝒂𝒍𝒖𝒆𝒔) × 𝟔 (𝑰𝒏𝒋𝒆𝒄𝒕𝒊𝒐𝒏 𝒕𝒚𝒑𝒆𝒔) × 𝟏𝟔𝟎𝒔

𝟑, 𝟔𝟎𝟎𝒔 × 𝟐𝟒𝒉
=

𝟏𝟔𝟖, 𝟎𝟎𝟎 (𝒆𝒙𝒂𝒎𝒑𝒍𝒆𝒔) × 𝟏𝟔𝟎𝒔

𝟑, 𝟔𝟎𝟎𝒔 × 𝟐𝟒𝒉
= 𝟑𝟏𝟏 𝒅𝒂𝒚𝒔        (𝟏𝟖)   

The complete simulation to obtain 168,000 examples would 

cost almost a year. It is a major problem with respect to 

simulating a real network. This is especially true for those 

classification or localization techniques based on neural 

networks because these types of techniques require a large 

number of examples for training. In [37]   

B. Results of simulation runs  

With the model set up and all design values adjusted, a multi-

run simulation plan was developed to create a number of 

different scenarios that can be feasibly simulated in a 

reasonable amount of time.  

 

Bearing in mind that it must be possible to repeat the 

simulation in order to modify any of the parameters, we 

decided to select: 

• 10 different fault locations within the network, 

covering cases of faults at different distances 

• 4 fault resistances: 0.01, 80, 150 and 1000 Ω 

• 5 fault types:  

o Phase-to-ground (R) 

o Phase-to-ground (S) 

o Phase-to-ground (S) 

o Between 2 phases (R-S) 

o 3-phase-to-ground 

 

All combinations were simulated, obtaining a total of 200 

results.  

Considering that each simulation costs about 160s, the 200 

simulations take about 9 hours. This gives us a reasonable 

margin to run different simulations until we get the one that 

best suits our needs.  

The simulation time step was 10 ns and results were saved 

at a sample rate of 50 ns. Before starting the multiple run, the 

pre-fault references are obtained from a separate simulation. A 

snapshot (data acquisition) with a duration of 1.51 ms is saved 

after 40 ms, when stationary conditions are reached. One 

reference response is obtained for each pulse type (pulse or 

sinusoidal). In Fig. 23 the three responses in voltage can be  

observed, showing that the responses are completely 

attenuated after 0.5 ms, before the next pulse injection starts. 

 

 

FIGURE 23. Snapshot of pre-fault reference pulse response. 

 

Finally, from the 200 simulation runs snapshots are created 

with a slightly longer time interval (2.01 ms), as the fault 

event itself is also included. One example (Node 1, Fault R-

ground and R_fault = 0.01 Ω is shown in Fig. 24. 
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FIGURE 24. Example of pulses responses after a fault event 
(x: 250 µs/div, y: 10 V/div). Snapshot of pre-fault reference 
pulse response. 

 

Each snapshot was saved in csv text format and all snapshots 

together formed the basis for crating the database of fault 

signals. 

 
IX. RESULTS 

In this section, we explain how we are going to structure the 

experiments.  

First, a study of real signal injected in a line without 

bifurcations.  

Second, we perform a study of pulse injection response in a 

modelled line without bifurcation 

Thirdly, we conduct a comparative study similar to the 

previous one, but with a bifurcation. The idea here is to see 

how the signal changes with a bifurcation. 

In fourth place, a study of impedance influence on the 

response to the injected pulse. 

In fifth place, we make a comparison of responses of the 

line to a different pulse width.  

lastly, we make a comparison between the response signals 

of the complete modeled real network and the signals obtained 

in the pilot experience installed on the real line. The objective 

here is to determine the degree of validity of the signals 

obtained in the simulation with respect to the real ones. 

A. Study of real signals injected in a simple section 
without bifurcations. 

In this experiment, we are going to demonstrate that the 

theory of the telegrapher's equation presented in Chapter IV 

THEORY, on which our work is based, is true in reality.  To 

do this, we have made several tests injecting pulses in a simple 

line formed by a coaxial cable linking the signal injector with 

the oscilloscope.  

The injector has an output impedance of 50 Ω, while the 

oscilloscope has an input impedance of 1 MΩ. 

 

FIGURE 25. Injection pulse width = 100 ns 

 

 

FIGURE 26. Injection pulse width = 30 ns 

 

 

 

FIGURE 27. Injection pulse width = 50 ns 

 

According to the theory, as there is an impedance mismatch 

between the injector and the impedance of the oscilloscope, 

(which here plays the role of an open line end with ∞ 

impedance), part of the injected signal must bounce back and 

return to the injector. 

In Fig. 25 and Fig. 26 shows how, after injection of a 

positive signal edge, a signal appears after about 40 ns. 

This signal is of opposite sign to the injected signal and of 

much lower amplitude. The time in which it appears is in 

accordance with the distance of the cable between the injector 

and the oscilloscope. 

It is also observed that there is a signal bounce for each 

edge. One bounce as a consequence of the injection of the 
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positive edge of the signal, and another as a consequence of 

the negative edge. Both signal bounces have opposite polarity 

to the signal that generated them. 

In Fig. 27 even shows that, if the pulse width is sufficiently 

small, the two bounces appear once the pulse has finished and  

each bounces appears approximately 35 ns from the signal that 

originated it. This reflection time changes according to the 

distance of the cable used.  

In our case for a cable length of 2.5 m and taking into 

account that the propagation speed of electric current in such 

a cable is 0.66 c and that the pulse has to travel three times the 

length of the cable (pulse going to the oscilloscope, bouncing 

to the injector and bouncing to the oscilloscope again) to be 

"seen" by the oscilloscope. According to (2) the length of the 

cable would be: 

 

 

 

 

𝑐𝑎𝑏𝑙𝑒 𝑙𝑒𝑛𝑔𝑡ℎ =
35𝑛𝑠 (𝑡𝑖𝑚𝑒 𝑡𝑟𝑎𝑣𝑒𝑙 𝑝𝑢𝑙𝑠𝑒) × (300

𝑚
µ𝑠

) . 0.6(𝑠𝑝𝑒𝑒𝑑 𝑜𝑓 𝑠𝑖𝑔𝑛𝑎𝑙)

(1000𝑛𝑠) × 3 (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑖𝑝𝑠)
≈ 2.5 𝑚    (19) 

 

 

 

B. Study of simulated signals in a simple section 
without bifurcations. 

In this experiment, we try to reproduce the pulse bounce 

phenomenon to check if our simulation is correct. 

 

 

FIGURE 28. Simulation of simple line 300m long 

 

 

FIGURE 29. Line response to a pulse 

 

Fig. 29 shows how in the simulation, we have injected a pulse 

of 5 ns width and 24v amplitude. 

After about 63 ns the pulse bounce appears at the end of the 

line. 

 

According to (3), the distance to the end of the line is: 

 

𝑐𝑎𝑏𝑙𝑒 𝑙𝑒𝑛𝑔𝑡ℎ =
63 × 50𝑛𝑠 ∙ 105 × (300

𝑚
µ𝑠

) × 0.6

2
= 297 𝑚    (20) 

 

which is consistent with the length of the simulated line 

 

C. Study of simulated signals in a section with 
bifurcation. 

This section shows (Fig. 31) the response of a bifurcated 

network (Fig. 30). 

A fault has occurred on this line at 1100 m. The upper part 

of the figure shows the response of the network without fault, 

in which it is possible to distinguish perfectly the rebound 

generated at the bifurcation and the one coming from the end 

of the line. The lower half of the figure shows the presence of 

a rebound of negative sign, which starts around 1100 m, the 

distance at which the fault occurred. 

 

FIGURE 30. Simulation of bifurcation line 
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FIGURE 31. Pulse response of bifurcation line 

D. Impedance influence on the response to the injected 
pulse. 

Fig. 32 shows the response of a single line without bifurcations 

to the cases of open-circuit and short-circuit line end.  

In the open circuit case, the pulse reaches the end of the line 

and the bounce generated is of the same sign as the incident 

signal. On the contrary, in the case where the end of the line is 

short-circuited, the reflected signal has the opposite sign to the 

incident signal, and the injector registers a negative pulse. 

These results confirm the theory of refraction of signals 

generated in line impedance changes. 

 

FIGURE 32. Influence of end line impedance value 

E. Influence of Pulse Width  

As already explained, the proposed localization technique is 

based on the reflectometry phenomenon and uses the 

comparison of the network response to a given signal during 

the pre-fault (PF) and fault (F) states. To evaluate this 

difference, the "error signal" (E) is defined as the arithmetic 

difference, sample to sample, between the two signals, both 

being synchronized at the instant of injection of their 

respective signals. 

For the determination of the pulse width, simulations of low 

impedance faults have been performed at different locations in 

the network.  

Fig. 33 shows the comparison of 4 simulations employing 

different pulse widths keeping all other conditions constant. 

As can be seen in the image, the amplitude of the received 

signal increases with pulse width, so that a longer time on high 

of the injected pulse will amplify the received signal, 

facilitating the measurement of more distant faults.  

This amplification occurs up to a certain point, since if the 

pulse width is increased too much its characteristic frequency 

will approach the cutoff frequency of the network filter and 

will be attenuated by it. In this case it has been detected that 

the maximum received amplitude occurs for a pulse width of 

2 µs (Fig. 33 (c)). 
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FIGURE 33. Error signal in phases R, S and T, for a low impedance fault located at a distance of 594 m in the network model for a pulse 
width of: (a) 0.5 µs, (b) 1 µs, (c) 2 µs, (d) 10 µs. 

 

F. Comparative study between the simulated signals 
and those obtained in the field installation. 

This section shows a comparison between the response to 

an injected pulse in the modeled network and the real network 

(Fig.34 and Fig.35) where the prototype injector has been 

installed. 

The injector is placed at the same point in the network. It 

can be seen that the signals have a similar appearance in the 

time domain.  

In the frequency domain it can be observed that the real 

signal contains a spectrum richer in frequencies. The 

simulation is a good approximation to the real network.  

Even so, the discrepancies between the two signals are to be 

expected since the modeled network is in a given state with 

the impedances (loads) in that state during the pulse injection. 

 In the real network response, the network is in general, in a 

different state from that of the simulation.  

For this reason, in this TDR technique, pulses are constantly 

injected in the pre-fault state. Thus, the "picture" of the current 

state of the network is obtained.  

When the fault occurs, a pulse is injected again, and that 

response is processed together with the pre-fault one.  

In both cases, the state of the network is the same and, in 

the variations, will be the information of the type and the 

distance to the fault. This information can be extracted by 

appropriate algorithms.  

Fig. 36 shows the actual field-assembled prototype with 

which the real signals have been injected. 

 

 

 

 

FIGURE 34.Time domain network response to an injected pulse (left) real and (right) modelled 
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FIGURE 35.FFT network response to an injected pulse (left) real and (right) modelled 

 

 

 

FIGURE 36.  Real prototype installed 

 

This prototype is a work of the CIRCE research group and will be presented at a congress that is in the process of being 

developed. 

 
X. CONCLUSION 

TDR technology has been developed during the last years in 

the research center linked to this work. 

Through different European projects we have been 

advancing in the research in this field.  

In the first place, we have reached news milestones in the 

TDR technique:  

- Modeling a real complex network, simulating and 

obtaining response signals from this network. 

- Verify the validity of these signals by comparing them 

with those of real equipment developed and installed in 

the field.  

- Additionally, these signals (which are also provided in 

this work as additional material) have been used as a 

database in another published work [[37]]. In this work 

a method has been developed to augment the initial 

database and a Siamese network has been trained to 

detect and classify faults as a preliminary step to 

localization.  
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XI. Future work 

Our future short-term points of interest are as follows: 

1. To explore and improve the limit of the TDR technique in 

terms of the largest value detectable/locatable fault 

impedance value. 

2. To explore whether the TDR method is affected by the 

presence of distributed generations in distribution networks. 

3. To explore the possibility of extracting more complex 

information, such as aging of cables, splices, etc.  

5. Finally, we believe that this TDR technique has a huge 

potential to be continued, investigating in larger ranges, 

injection frequencies, multi-point injections, etc. 
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