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Outline

- State-of-Play in AI and Large Language Models

- LLMs as agents

- Case study – SciNoBo for Research Analysis

- Case study - Policy Intelligence 

- LLMs as an infrastructure (Societal Impact)
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1/ State of Play



What happened over the past ten years in AI 
research?

“The 
Industrialization of 

AI”

Scaling up of AI 
systems (compute, 

data)

Shift from academia 
and government to 
industry in terms of 

research. 

Homogenization 
effect by fine-tuning 

a few proprietary 
FMs.

Large-scale 
deployment of AI 

systems by 
companies.

What happened over the past ten years in AI research?



Rapid developments

2018



Community convergence



Ashish Vaswani and Noam Shazeer and Niki Parmar and Jakob Uszkoreit and Llion Jones and Aidan N. Gomez and Lukasz Kaiser and Illia Polosukhin: “Attention Is All You Need”, 2017

Increase in data & computing



Zhao et al;  “A Survey of Large Language Models” arXiv:2303.18223, 2023

Openness of models 
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Different Modality Types

Pre-trained on  
petabyte scale 

datasets

Self-supervised Models with 
10s-100s of billions 

parameters

Homogenization: most 
SOTA models adapted 
from few Foundation 

Models

Liability: all 
models may 
inherit the 

same biases

Emergence: In-context learning via 
prompting (a natural language 

description of the task)
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2/ LLMs as Agents



LLMs as Agents interacting with

o effectively decompose and 
address complex tasks

o leverage specialized expertise 
for specific subtasks

Models & Tools

2

4 o learn grounded representations of 
language

o tackle tasks such as reasoning, planning, 
and decision-making in response to 
environmental observations

Environments

1
o better understanding to address needs
o personalizing responses
o aligning with human values
o improving the overall user experience

Humans

3

o enrich language representations with factual 
knowledge

o enhance contextual relevance of responses 
o dynamically leverage external information to 

generate accurate and informed responses

Knowledge Bases



Case study 1
Augmented LLMs for Research Analysis

Science No Borders



Claim AnalysisClaim Analysis

Artifact AnalysisArtifact Analysis

Citance SemanticsCitance Semantics

FoS ClassificationFoS Classification

SDG analysisSDG analysis

Agents/ 
Augmented LLMs

Agents/ 
Augmented LLMs

ALL THE OPEN SCIENCE TO DEAL WITH

Citation AnalysisCitation Analysis

Collaboration Analysis

Bio-entity Tagging

Enrich language representations with factual knowledge

Augmented RetrievalAugmented Retrieval



Engineering and Technology

…

Electrical Engineering, 
Electronic Engineering,
Information Engineering

…

L1

L2

…… L3…
Artificial 

Intelligence & 
Image Processing

NOTATION

A Frascati/OECD 
Category

A ScienceMetrix 
Category

… … L4…
Well 
established 
research field 
under L3

L5…… An evolving 
research area 
under L4. 
Represented by 
topics. 

L6…… Top terms of 
the topics in L5

Natural 
Language 
Processing

knowledge graph_representation 
learning_link prediction_graph 
embedding

Knowledge GraphLink Prediction

LLM Agent: Field of Science Classification
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SDG Classification on Publications



SDG Classification on HE Projects
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Reproducibility - Artefact Detection

Research Artifact 
Type

Method

Trigger Approach

Name Digital twinning

Class Owned

Research Artifact 
Type

Software

Trigger System

Name CellRepo

Class Owned



Reproducibility - Citance Analysis

Intent Reuse

Polarity Supporting

Semantics Methodology

Lin et al, 2013
10.1016/j.mimet.2013.07.020

DOI: 10.1101/786111

Introduced by



Medical and Health Sciences

Engineering and Technology

Digital twinning
method

CellRepo
software

pEC-CRISPR-vector
bio-tool

Reused

Introduced

Introduced

Introduced

Cited

…

…

…

SOE-PCR
method

CRISPR
method

VCS
software

Reused Reused

Reused

…

Git
software

Reused

Collection Vision
Statistics
Analytics
Summary

Claim

Diseases

Bio-Entities

Mentioned

Mentioned

Cited

Introduced

State
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News Claim Analysis & Scientific Claim Verification

News Article

Claim Analysis

Claim: Decades after aspartame 
was approved for use in the United 
States, the sweetener’s safety is 
getting another look by global 
health bodies assessing its potential 
links to cancer.

Claimer: The World Health 
Organization’s International Agency 
for Research on Cancer

Claim Object: Aspartame

Scientific Claim 
Verification

Results

Info

"doi": "10.1007/s10616-013-
9681-0",
"sentence": "So, consumers
should be aware of the potential
side effects of aspartame before
they consume it."

"doi": "10.1039/c5tx00269a",
"sentence": "Cell viability was
significantly altered following a 
higher concentration of 
aspartame exposure."

"doi": "10.3390/nu13061957",
"sentence": "Further research
should be conducted to ensure
clear information about the 
impact of aspartame on health."

No Support or Refute 
Claims/Evidence

https://pubmed.ncbi.nlm.nih.gov/24510317/
https://pubmed.ncbi.nlm.nih.gov/24510317/
https://pubs.rsc.org/en/content/articlelanding/2016/tx/c5tx00269a
https://www.mdpi.com/2072-6643/13/6/1957


Case Study 2
LLMs – Policy Intelligence

The OPIX Platform



Platform

TrademarksTrademarks

STI AnalysisSTI Analysis

Industry AnalysisIndustry Analysis

Agents/ 
Augmented LLMs

Agents/ 
Augmented LLMs

…………

ALL THE DATASETS TO DEAL WITH

Patent AnalysisPatent Analysis

APIs

Combining data from different sources

Policy/Business Question
Interaction with AnalystsInteraction with Analysts



Data Quality - Retrieval Augmentation

What are the trends in 
Green Transitioning?

What is the use of AI in 
the EU Textile Industry in 
EU southern countries?

Industrial DataIndustrial Data



Tech Innovation – (a) on scientific data

29



Tech Innovation – (b) on industrial data

30



Technology Uptake Indicator

Matching terms via network analysis

• Node coupling strength

• Edge coupling strength

• Technological Uptake

Science Graph

Industrial Graph



Open Science at rescue
Legality, Ethics



Limitations

- Misalignment with human needs

- Lack of interpretability

- Provide nonfactual but seemingly plausible 
predictions (hallucinations)

- Recency – keeping LLMs up-to-date

- Attribution – providing citations

- Limited ability for complex reasoning



LLMs & Societal Impact: Legal & Ethics

- Data collection: web scraping/crawling, copyrighted & IPR protected 
material, privacy law (GDPR) 

- Output Liability: Deployment in sensitive domains or governmental 
entities – decisions rooted in the same FMs weaknesses and biases

- Concentration effect: increased inequality due to potential 
centralization 

- Ethics: amplification of weaknesses and biases of the FMs (same FM 
model used in a variety of domains) 

Rishi Bommasani et al; “On the opportunities and Risks of Foundation Models”, ArXiv, abs/2108.07258, 2022



What do we need to do

• Source tracing for attributing responsibility
• Training data, adaptation data, test-time user data/interaction

• (Good) practices in data/model management
• Data curation, data selection, data weighting, documentation,
• affecting modeling decisions (training objective, model architecture, 

adaptation method), transparency

• Community values and norms
• User studies with diverse user groups
• User feedback to model design,
• Pro-active vs re-active interventions,
• Other interventions addressing bias mitigation, auditing 

Rishi Bommasani et al; “On the opportunities and Risks of Foundation Models”, ArXiv, abs/2108.07258, 2022



What do we need – EU AI Act

• Unacceptable risk AI systems are prohibited (Title II), for 
example, because they are contrary to Union values. 

• High-risk AI systems are permitted, albeit subject to 
obligations (Title III). High risk refers to AI systems creating a 
high risk to the health and safety or fundamental rights of 
natural persons. They are subject to certain mandatory 
requirements and an ex-ante conformity assessment.

• Limited risk AI systems are allowed if they meet minimal 
transparency requirements, such as making users aware that 
they are interacting with AI (Art. 52). 

• Low risk AI systems can be developed, produced and used 
freely. However, providers can choose to voluntary conform 
to the AI Act. 

A risk-based 

approach under 

which different 

obligations apply 

according to the 

risk posed by the 

AI system



LLMs as Infra supported by Open Science community

Open Science accelerates AI Diffusion in almost all sectors 

The ability of a country or region to capitalize on scientific and 
technological progress is diffusion efficiency,  i.e., the speed at which 
the technology diffuses in the economy.

Jeff Ding, Assistant Professor of Political Science
George Washington University, testimony on US Senate Committee on “Intelligence”, 19 Sept. 2023 



Yann LeCun
Meta
Turing Award
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