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In memory of Nicolas Delanoue 

« Un jour j'irai vivre en Théorie, car en Théorie tout se passe bien. » 
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Introduction

Control and state estimation procedures need to be robust against im-
precisely known parameters, uncertainty in initial conditions, and ex-
ternal disturbances. Interval methods and other set-based techniques
form the basis for the implementation of powerful approaches that
can be used to identify parameters of dynamic system models in the
presence of the aforementioned uncertainties. Moreover, they are ap-
plicable to a verified feasibility and stability analysis of controllers and
state estimators [1,3,7].

In addition to offline approaches for analysis, interval and set-based
methods have also been developed in recent years which are allow to
solve the associated design tasks and to implement reliable techniques
that are applicable online. The latter approaches include online param-
eter adaptation techniques for nonlinear variable-structure controllers,
interval observers, and fault diagnosis techniques [3,4,5,7]. In this talk,
an overview of the methodological background will be presented, to-
gether with a review of practical applications for which interval and
set-valued approaches have been employed successfully.
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Modeling, Parameter Identification, and Verified

State Estimation

Although, for example, many dynamic system models in (control) en-
gineering, especially in the frame of thermo-fluidic applications, are
described after a first-principle modeling by state equations that have
certain monotonicity properties, other applications in the domain of
mechanics as well as for electro-chemical energy storage may require
specific changes of coordinates to obtain these properties. In the do-
mains of parameter identification as well as state and disturbance es-
timation, the most important monotonicity property that allows for a
simplification of the aforementioned tasks is the cooperativity of the
state equations. As far as the application domains mentioned above
are concerned, these properties originate from the conservation of mass
or energy [4].

In such cases, a decoupling of lower and upper bounding systems
— that enclose all possible state trajectories — can be obtained. This
property does not only allow for the simplification of the task of param-
eter identification but also for the implementation of real-time capable
state estimation procedures.

For systems with periodically recurring trajectories (and also dis-
turbance profiles), recent investigations have shown that the corre-
sponding procedures can also be extended to a learning-type tech-
nique. This technique especially allows for enhancing the bounds of
estimated state trajectories in each successive execution of the same
task and exploits a formulation that uses the iteration counter as a
second independent dimension in addition to time [2].

Verified Control Implementation and Robust Model-

Predictive Control

On the basis of the set-based state estimates described in the previ-
ous section, real-time capable robust control implementations can be
derived that prevent the violation of state constraints with certainty.
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Moreover, it is possible to implement robust predictive control laws in
a similar manner. For the case of a nonlinear state feedback, interval
extensions of sliding mode and backstepping control approaches have
been published which allow for a guaranteed stabilization of the sys-
tem dynamics and for a guaranteed prevention of overshooting certain
thresholds for the state variables under constraints on the inputs and
their respective variation rates. A practical application of this tech-
nique is the temperature control of a solid oxide fuel cell stack [3,7].

For the second class of controllers, a novel combination of set-based
and neural network modeling was recently developed and integrated
into a sensitivity-based predictive control scheme that maximizes the
degree of fuel utilization of a fuel cell. The approach can be imple-
mented for time-varying desired electric power profiles so that oper-
ating points stay within the region of Ohmic polarization, which is
crucial for preventing accelerated aging of the fuel cell stack [5].

Combination of Set-Based and Stochastic Uncer-

tainty Representations

In the final part of this talk, a combination of stochastic and set-based
(in this case, ellipsoidal) uncertainty representations will be considered.
This approach allows, on the one hand, for a rigorous quantification of
predefined confidence levels in stochastic state estimation procedures.
On the other hand, it allows for handling nonlinearities in such a way
that the previously mentioned tolerance bounds are definitely not de-
termined in an overly optimistic manner [6].
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Motivation

The registration of two sets aims at recovering all the transformation
parameters that map the two sets together. This work covers the case
of bounded 2D sets (bi-partitions of R2) and transformations consisting
of a composition of uniform scaling, rotation and translation.

As opposed to state-of-the-art local optimization methods for regis-
tration like ICP [1], we use a set-membership (interval) approach that
can ensure completeness and compute multiple solutions, if any. Our
method also handles uncertainties, whether they arise during compu-
tations or, for a future work, are already present in initial data.

Sets are manipulated using methods to describe them: separators.

Set description

All the set entities, from the initial sets to the parameters of the trans-
formation are managed by algorithmic operators called separators.
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Using the CODAC library offering a catalogue of contractors, it
is possible to define a new one as a sequence of separators handling
constraints involving sets and set operations.

Used by a branch and separate algorithm, a separator is an algo-
rithmic operator capable of constructing a set: from an initial domain,
it can remove non-solution parts (contraction) as well as parts contain-
ing only solutions. Hence, a given separator defines a specific set and
in the following, we mix up the notations for sets and separators.

Set registration: overview

The algorithmic sequence used to perform the registration of two sets
A and B starts by centering and normalization steps, followed by ro-
tational mapping.

A B

C D

Figure 1: Algorithm in 4 steps: A: Identification of smallest circles
(centroids and sizes). B: Centering of sets. C: Normalization of sets.
D: Identification of rotation parameters.

The parameter for the centering is the centroid c⋆ and the normal-
ization factor is the size r⋆.

The whole algorithm consists of the following steps:
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1. Find the centroids c⋆
A
, c⋆

B
and sizes r⋆

A
, r⋆

B
(Fig. 1.A),

2. Describe the centered sets Ac = A− c⋆
A
, Bc = B− c⋆

B
(Fig. 1.B),

3. Describe the normalized sets An = Ac/r
⋆

A
, Bn = Bc/r

⋆

B
(Fig. 1.C),

4. Describe the set of possible rotations Θ = {θ | Bn = RθAn}
(Fig. 1.D).

For Step 1, both the centroid and size of a set will be determined
using the parameters of the smallest enclosing circle.

Proposition 1. The smallest (enclosing) circle of a set is unique, its
center c and radius r are respectively the centroid and size of the set.

Set registration: separators

The corresponding domains to previous variables fall in two categories.
Vector variables have set domains while set variables have thick set [2]
domains. A thick set is a interval of sets for the inclusion and are
manipulated with two separators, one for each bound.

Step 1: the identification of the smallest circle of a set X is per-
formed in two stages. First, the description of C, the set of all enclosing
circles of X, then the identification of the smallest one.

C can be described using a distance equation, as follows:

g : R5 → R

(c, r,x) 7→ (x1 − c1)
2 + (x2 − c2)

2 − r2

C = {(c, r) | ∀x ∈ X, g(c, r,x) ≤ 0}

= ¬{(c, r) | ∃x ∈ X, g(c, r,x) > 0}

= ¬
{

(c, r) | ∃x ∈ R
2, (c, r,x)⊺ ∈ g−1([0,+∞]) ∩ (R3 × X)

}

Thus, the separator SC can be obtained by the following operations:

S1 := Sinv(g, [0,+∞])); S2 := S1 ∩ (SR3 × SX); S3 := Sproj(S2, (c, r))

SC := ¬S3
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The second stage can also be achieved by separators, in a sequence
detailed during the presentation. Let us call SmallestCircle the
algorithm returning the desired separators.

Note that, from Step 2 onwards, we showcase only one way of the
problem: inclusion of A in B by transformation.

1. (Sc
⋆

A
,Sr⋆

A
) := SmallestCircle(SA);

(Sc
⋆

B
,Sr⋆

B
) := SmallestCircle(SB),

2. S−
Ac

:= SA ⊖ Sc
⋆

A
; S+

Bc
:= SB ⊕ S−c

⋆

B
,

3. S−
An

:= S−
Ac

⊘ Sr⋆
A
; S+

Bn
:= S+

Bc
⊗ S(r⋆

B

−1).

where the operations ⊗, ⊘ are extensions of Minkowski sum and differ-
ence operations for the multiplication. Separators for these operations
can be found in [3].

As for Step 4, we use the property that the rotation is a sum in
polar coordinates, so that we can use the Minkowski sum and difference
operations. A specific separator Spolar for a Cartesian to polar change
of coordinates is designed for the occasion.

S−
AP := Spolar(S

−
An
); S+

BP := Spolar(S
+
Bn
)

S+
Θ := S+

BP ⊖ S−
AP

As rotation solutions forms a cyclic group, Θ is either discrete or
the whole space, justifying the lack of S−

Θ and ending the approach.
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Interval libraries: beyond sequential workloads

Since many decades, interval methods have been used in the context of
scientific computing for obtaining verified solutions to many problems
featuring bounded uncertainty from such diverse areas as computer
graphics or engineering. Over 20 libraries for interval arithmetic alone
are available today in any of the major programming languages. With
the advent of multi-core processors, the parallelization of interval meth-
ods using well established libraries such as C-XSC, Profil/Bias or
Boost::Interval has been tested in multi-threaded and distributed
systems [1,2,3]. However, while high-performance computing indus-
try is moving towards developing specialized hardware to accelerate
repetitive tasks, interval libraries have yet to properly adapt to spe-
cific co-processors, for example, graphics processing units (GPUs), data
processing units (DPUs) or field-programmable gate arrays (FPGAs).

In recent years, general-purpose graphics processing units (GPG-
PUs) have inspired much interest among the scientific community, in
part because of their low cost and high availability compared to con-
ventional supercomputers or large-scale CPU clusters. The application
of GPUs for computations with the focus on uncertainty has been in-
vestigated, for example, in [4,5]. Nonetheless, popular interval libraries
cannot typically be used with the accelerator devices directly, reasons
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for which are, on the one hand, the heterogeneity of application pro-
gramming interfaces (APIs) across different hardware vendors and, on
the other hand, the co-processors’ architecture differing from that of
conventional CPUs. Notable examples of custom interval libraries for
the GPU are given in [6,7]. A very promising candidate to overcome
the necessity to adapt existing libraries to hardware APIs is the Julia
language [8]. In C++, the API adaptation problem is still not fully
solved so that the corresponding software for interval arithmetic or al-
gorithmic differentiation is quite rudimentary or not accessible. Here,
to use the Compute Unified Device Architecture (CUDA) technology
provided by NVIDIA is one possibility to port interval methods to
NVIDIA-manufactured GPUs.

Parallelization by example

In this talk, we study what is currently possible in the area of interval
computations on the GPU using a parallel implementation of a simple
yet effective parameter identification scenario. We consider an initial
value problem for m ordinary differential equations with n unknown
but bounded parameters p ∈ IRn having the closed-form exact solution
ŷ for which measurement data yti are available in time points ti ∈

[0, t]. The parameters closest to the measured data can be identified
by minimizing the least squares error

Φ(pk) =
t∑

ti=0

m∑

j=1

(yti,j − ŷj(ti,pk))
2 ,

where pk are sub-boxes obtained by bisecting p until a pre-defined
maximum width w so that ∀pk ∈ p : diam(pk) ≤ w and p = p1 ∪

p2 ∪ · · · ∪ pN . Out of these N boxes, feasible ones can be computed,
for example, by using the monotonicity test from [9]. The convex
hull of the best boxes p∗ can be then employed to find an enclosure
of the solution ŷ(ti,p

∗). Since every box is tested individually, this
scenario turns out to be “perfectly parallelizable” and is suitable for
the execution on the GPU.
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We compare two implementations of the parallel monotonicity test
described above: a high-level version written in Julia using the
IntervalArithmetic.jl and CUDA.jl packages and an implementa-
tion based on a CUDA-native interval library in C++ [6]. Results
are evaluated in terms of computation speed, accuracy (i.e., enclosure
widths) and ease of use for programmers. To conclude the talk, we
take a look at the possible future of interval analysis on the GPU from
the point of view of modern programming environments with emphasis
on interactivity.
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Introduction

Interval arithmetic and contractor algebra are widely used in robotic
as they allow to tackle recurrent tasks like localisation and parameter
estimation in an efficient way. The interval community can rely on
some well known software libraries (ibex, gaol, mpfi ...) which perform
accurate forward and backward contractions to solve most of the com-
mon problems. However, such libraries always revolve around the use
of low-level maths and floating point unit (FPU) functions that are
inherently dependent of the compilation platform and the execution
environment. This becomes problematic in the area of mobile robotic
where the code is often run on exotic embedded systems which may
not support them at all or produce incorrect behaviours [1]. This area
has also its own constraints when using interval arithmetic. The pre-
cision of the computation is often less of an issue compared to being
fast, guaranteed (even when pessimistic) and energy-efficient. Most
interval algorithms based on contractor algebra expose some data and
instruction parallelism. An hardware implementation specifically tai-
lored for the need of mobile robotic could be a solution to deal with
the aforementioned limitations.
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Scope of the presentation

The RISCV architecture is an open ISA (instruction set architecture)
that has gained a wide popularity over the recent years [2]. It offers
multiple standard extensions from which a chip manufacturer can chose
to build a ASIP (application specific instruction set processor).

The main focus of the presentation is to demonstrate the feasability
of adding interval-specific instructions to the RISCV instruction set.
The design proposed in this paper is based on standard RISCV exten-
sions I,M,F,D to have access to native integer/float/double support.
We also added a custom-made extension called xinterval which accel-
erates all the interval-related computations. The paper explains how
a riscv emulator was implemented to run mobile robotic applications
making use of xinterval instructions as well as providing benchmarking
tools.

Methodology

The following instructions have been chosen as a basis to create the
xinterval extension :

• convert/move instructions between 32 bit words and intervals.

• arithmetic forward and backward contractors (add, sub, ...)

• math function forward and backward contractors (log, exp, cos,
sin, sqrt, sqr ...)

• union/intersections
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The RISCV toolchain has been modified for the aforementioned
instructions to be recognized as valid assembly instructions.

1 // inline function to allow the use of xinterval instruction

addfwctc

2 // This instruction add 2 intervals stored in double registers and

stores the result in a double register

3 inline interval __attribute__ (( always_inline)) _addFwCtc(interval

itv1 , interval itv2) {

4 interval result;

5 asm("addfwctc %0,%1,%2" : "=f"(result) : "f"(itv1), "f"(itv2));

6 return result;

7 }

Listing 1: ”Using the forward addition contractor in C”

Lastly, a RISCV emulator implementing I,M,F,D standard exten-
sions and xinterval custom extension has been designed in order to run
guest C interval applications using our custom instructions.

Figure 1: Design workflow
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A test application linked to the area of mobile robotic has been
written in order to evaluate our xinterval extension. The aim is to
compute the set S of all the possible values for a robot position which
is at a measured distance r of a landmark with known location (cx, cy).

S = {(x, y) ∈ R | (x− cx)
2 + (y − cy)

2 ∈ [r]} (1)

Using a separator S for S and the SIVIA (Set Inversion Via In-
terval Analysis) algorithm we are able to draw a paving for possible
positions [3]. This produces the following figure when run from inside
the emulator :

Figure 2: Paving for S obtained by using xinterval instructions

Future works

The goal of our future work is to find the best compromises for an
hardware implementation of the interval arithmetic as there are a lot
of interesting trade-off to consider. We first plan to study the interval
FPU model which can be largely optimised in the spectrum of mobile
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robotic. For example, it is unnecessary to implement all the round-
ing modes that a traditional x86 FPU typically offers [4]. Using only
RoundDown for lower bound and RoundUp for upper bound may be
enough to remain guaranteed. Such simplification may save us a lot of
clock cycles and hardware resources. The platform presented in this
paper will allow us to monitor how each trade-off impact the overall
execution speed and resource utilisation.
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Introduction

With the rise of highly automated vehicles, safety needs to be assured.
This requires the assessment of the localization uncertainty. Two pre-
dominant approaches in the literature, probability and set-membership
theory, offer mathematical tools for the uncertainty assessment. Prob-
abilistic approaches yield accurate point-valued results but may un-
derestimate the uncertainty, while set-membership approaches reliably
estimate the uncertainty but tend to be overly pessimistic without pro-
viding point-valued results. In the scope of this work, a novel Hybrid
Probabilistic- and Set-Membership-based Coarse and Refined (Hy-
PaSCoRe) Localization method is introduced which enables safe op-
eration while not being overly pessimistic regarding the uncertainty
estimation by combining both approaches. This method localizes a
robot in a building map in real-time and considers two types of hy-
bridizations. First, set-membership approaches are used to robustify
and control probabilistic approaches. Second, probabilistic approaches
are used to reduce the pessimism of set-membership approaches by
augmenting them with further probabilistic constraints.
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Localization

Set-Membership ApproachProbabilistic Approach

A.) Globally valid constraints:

B.) Probabilistic constraints:

A.) Localization:
Particle Filter

B.) Association:
Maximum Likelihood Estimation

Vehicles are not inside buildings.

Vehicles are inside the given map.

Vehicles move continuously.

Local measurements cannot be 

inside buildings.

Observation points on facades

form a line.

Observation a is associated to

landmark b.

Weight

Resample

Predict

Association

Bounded Optimization

Association

Consistent set 

Feasible set 

Reduce 

Exploration

Region

Coarse Localization

Re ned Localization

Stereo Images LiDAR Point Clouds
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optimized and new

new

new

extended

given

extended

Figure 1: Method overview to the HyPaSCoRe Localization pipeline.

Method

The HyPaSCoRe Localization consists of three modules – visual odom-
etry, coarse localization, and refined localization (cf. Fig. 1). The
method uses a stereo camera system, a LiDAR sensor, and GNSS data,
focusing on localization in urban canyons where GNSS data can be in-
accurate. The visual odometry module computes the relative motion
of the vehicle. The coarse localization, visualized in orange in Fig. 1,
first narrows down the feasible set of poses using globally valid but less
restrictive constraints. Using a probabilistic particle filter approach,
the module also provides the most likely poses inside the feasible set.
The refined localization module, visualized in blue in Fig. 1, improves
the uncertainty estimation by selecting the best-fitting particle from
the coarse localization results. Employing the particle, the local Li-
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DAR data is associated with building facades on the map. Those asso-
ciations provide probabilistic constraints that determine a consistent
set of poses, which provides bounds for a modified bounded optimiza-
tion approach. This approach identifies the most likely pose within the
consistent set, preventing significant divergence in the optimization by
constraining the solution space. [1]
As indicated by the right arrow in Fig. 1, in the case of high reliabil-
ity of the consistent set, we contract the feasible set to the consistent
set to reduce the pessimism of the uncertainty estimate. From the
HyPaSCoRe Localization, we obtain a feasible set as the uncertainty
estimation and the most likely pose as the best point-valued localiza-
tion result. The HyPaSCoRe Localization is real-time capable and is
operable in different environments as long as enough buildings are vis-
ible.
The experimental evaluation based on author-collected and the KITTI
datasets [2] shows that the HyPaSCoRe Localization maintains the in-
tegrity of the uncertainty estimation while providing accurate, most
likely point-valued solutions in real-time. The implementation is pub-
licly available on GitHub:
https://github.com/AaronEhambram/hypascore_localization
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Introduction

Set theory provides a fundamental structure for interval analysis, which
must conform to its formalism [1,2]. Trivial operations are defined on
sets, such as union, intersection, deprivation, cartesian product, and
projection. They should be applicable to intervals and therefore to
contractors.

In the case of union of adjacent contractors, typical paving algo-
rithm bisects unnecessarily the boxes and then reveals the common
boundary between the two sets as shown in Figure 1. This behavior
noticed on contractors union is not consistent with the set union as
defined in set theory.

Geometric contractors

Geometric contractors are a class of contractors based on geometric
constraints, particularly used for localization in robotics [2]. They can
be used to characterize all possible robot states based on measure-
ments. Geometric contractors are often defined for segments, which
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are one of the most simple geometric shapes. Then, by using set op-
erators, more complex contractors can be built, such as contractors
based on polygons [3].

By defining more complex contractors in this way, adjacent boundary-
overlapping sets appear at each vertex. Figure 1 shows the paving of a
visibility separator from a point, implemented by Rémy Guyonneau [3].
The visibility separator works well on two individual segments but fails
to characterize inner subpaving when dealing with polygons.

(a) Visibility separator
with a segment obstacle

(b) Visibility separator
with a segment obstacle

(c) Visibility separator
with a polygon obstacle

Figure 1: Visibility separator for a point relative to obstacles. In red
the set visible from the point, in blue the invisible set, in yellow the
uncertain set.

Main results

Solutions can be found for geometric contractors to prevent the ap-
parition of this common boundary. These solutions rely on contractor-
specific solutions to avoid the use of contractors union when building
more complex contractors, and some of these will be presented.

However, this problem lays the foundations for a larger issue of
the characterization of the union of two adjacent contractors in the
general case, for which a solution has not yet been found. Figure 2
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shows a paving of the union of adjacent contractors on rings, on which
the common boundary is appearing.

(a) Union of three adjacent ring separa-
tors

(b) Expected union of three adjacent
ring separators

Figure 2: Union of adjacent boundary-overlapping separators. In red
the inner set, in blue the outer set, in yellow the uncertain set.
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Introduction

The concept of a manifold is central to modern mathematical robotics
[1].

The charts notion allows to generalize properties on Euclidean
spaces to bstract manifolds: Smooth functions, vector fields, differ-
ential forms [2] . . .Most interval analysis algorithms [3] [4] consider
boxes which are Euclidean objects.

This paper presents a novelty approach to create charts that are
compatible with box notion. According to this work, every interval
based methods can be applied to the considered manifolds.

Manifolds

Definition 1 (Manifold). A manifold is a second countable Hausdorff
space that is locally homeomorphic to Euclidean space.

It exists three approaches to deal with manifolds: charts, subman-
ifolds of Rn and quotient spaces [2].

We want to build an atlas of this manifold, so that we can solve
problems on it using interval analysis, for example with set inversion
problem (with SIVIA [4]), counting the solutions of an equation (with
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newton interval algorithm), etc. Therefore, we propose to derivate a
classical notion of atlas to box atlas.

Definition 2 (Atlas). An atlas of a manifold M is an indexed family
{(Ui, ϕi) : i ∈ I} of charts on M which covers M (that is

⋃

i∈I Ui = M).
It is completed with transition maps τij between two intersected charts
Vi and Vj, where Vi = ϕi(Ui) and Vj = ϕj(Uj). The transition map
τij : ϕi(Ui ∩ Uj) → ϕj(Uj ∩ Ui) is the map defined by τij = ϕj ◦ ϕ

−1

i .

Definition 3 (Box atlas). A box atlas is an atlas {ϕi : Ui → Vi ⊂
R

n}i∈I of a manifold M , such that ∀i ∈ I, Vi = ϕi(Ui) is a box.

Example 1 (Torus). The torus is a representation of the cartesian
product of two circles T = S1 × S1. On figure 1 is the torus T split
on 4 maps. Each map is a box, where we can do interval analysis
computations. As we have all functions ϕi, we can build a box atlas of
the torus.

Figure 1: Torus

Robotic application

In this example, the 2R robot is considered. This robot has two revo-
lute joints. Each coordinate joint belongs to [0, 2π] quotiented by the
relation 0 = 2π. Therefore, the configuration space of this robot is the
Cartesian product of two circles, that is to say the torus T . Let us
consider the environment composed with just one obstacle as depicted
in figure 2.
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Figure 2: Robot with obstacle

The geometrical model of this robot is described by the following
functions:

(

x
y

)

=

(

l1cos(θ1) + l2cos(θ1 − θ2)
l1sin(θ1) + l2sin(θ1 − θ2)

)

. (1)

The free configuration space is a subset of the torus. It represents
all the angles for which the robot does not intersect the obstacle. This
free configuration space can be characterized by applying the SIVIA
algorithm on each chart of a torus box atlas. The constraints {g(θ) ≤
0,θ ∈ T} related to the obstacle expressed on the torus are rewritten
on each chart according to

{g(ϕ−1

i (vi)) ≤ 0, vi ∈ Vi}. (2)

Figure 3 presents the result of the SIVIA algorithm applied to a
torus box atlas composed of 4 charts.
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As said on definition 3, a box atlas is a set of charts Vi and functions
ϕi, and a set of transition functions τij. The charts can be seen on figure
3. The functions are the following :























































ϕ1 : [0, π]× [0, π] → [0, 1]× [0, 1]

θ1, θ2 7→ θ1/π, θ2/π

ϕ2 : [π, 2π]× [0, π] → [0, 1]× [0, 1]

θ1, θ2 7→ (θ1 − π)/π, θ2/π

ϕ3 : [0, π]× [π, 2π] → [0, 1]× [0, 1]

θ1, θ2 7→ θ1/π, (θ2 − π)/π

ϕ4 : [π, 2π]× [π, 2π] → [0, 1]× [0, 1]

θ1, θ2 7→ (θ1 − π)/π, (θ2 − π)/π

(3)

τ generic : τij : ϕi(Ui ∩ Uj) → ϕj(Uj ∩ Ui) is the map defined by
τij = ϕj ◦ ϕ

−1

i

In this 4 charts example, let’s take one example of transition map
τ :

τ12 : [0, 1]× {0, 1} → [0, 1]× {0, 1}

θ1, θ2 7→ θ1, |θ2 − 1|
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Figure 3: Sivia applied on a torus box atlas composed of 4 charts

Let us consider the graph whose nodes are the red boxes and edges
exists between two nodes if the corresponding red boxes are adjacent.
Two boxes B1 ⊂ V1 and B2 ⊂ V2 are adjacent if ϕ

−1

1
(B1)∩ϕ

−1

2
(B2) 6= ∅.

With this representation, we can solve a path planning problem,
running the Dijkstra algorithm on this graph [5], or we can compute
the number of connected components. For this example, the graph
only has one connected component. It can be easily seen on the torus
representation figure 4 or the charts representation figure 3. On a
classical representation, we could consider three components.
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Figure 4: SIVIA on a torus
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Introduction

We present a new set-membership method [1] for estimating the tra-
jectories of dynamical systems ẋ = f(x,u), when the states are com-
pletely unknown and only observations y are available under the form
of y = g(x), with f and g non-linear functions.

When the states are completely unknown, conventional methods
such as Kalman filters run into difficulties, as it is difficult to find a
linearization point, or to perform prediction steps. Particle filters will
employ algorithms with high complexity without ensuring a reliable
convergence. In contrast, the use of set-membership approaches avoids
the need for linearization and is more suited to large uncertainties by
not removing consistent solutions. They will however badly behave in
our context considering that the states are completely unknown. In
order to overcome this problem, interval methods from state-of-the-art
apply some branch-and-prune techniques such as shaving methods for
reducing the state sets by performing bisections. The counterpart is
obviously the increasing complexity of these algorithms. As a conse-
quence, the current existing tools are not sufficient for addressing the
considered problem both in a reliable and an efficient way.

Our contribution is to tackle this state estimation efficiently with-
out performing bisections. This can be achieved by rewriting the sys-
tem into a Brunovsky form.
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First part: symbolic Brunovsky decomposition

The first part of the proposed method is symbolic and follows the
decomposition of Brunovsky [2], i.e., it rewrites the set of differential
equations into two blocks of constraints: one block gathers non-linear
equations that do not involve differential operators, while the other
block is composed of linear chains of integrators.

For instance, a differential flat system with flat outputs z1, . . . , zm
and sensor outputs y, admits the following Brunovsky decomposition:



























































y = g (x)










z1
ż1
...

z
(κm)
m











= λ

(

x
u

)

z
(κ1)
1

∫

→ · · ·

∫

→ ż1

∫

→ z1
...

z
(κm)
m

∫

→ · · ·

∫

→ żm

∫

→ zm

(1)

The first block with non-linear equations and no differential rela-
tions corresponds to the functions λ and g. The second block is only
made of chains of integrators, for which an optimal operator will be at
hand.

Second part: contractor approach

The second part of the method is numerical and based on a contractor
method. It relies on the previous decomposition and encloses the vari-
ables into boxes and tubes. Then, contractor operators are used for
narrowing the sets of feasible solutions. In particular, a new contractor
is provided for dealing with the chains of integrators, that gather all
the differential aspects of the dynamical system.
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Application to robot localization

A robot measures some distances to known landmarks, in addition
to known inputs u of the system, but without any prior knowledge
about the states. This problem is known to be difficult to solve, and
methods from state-of-the-art usually come into bisection procedures of
the heading and position values [3], which implies a strong computation
burden. We are able to provide a bounded estimate of the trajectory
of the states, by using contractors and without performing bisections.

px

py

Figure 1: Guaranteed computation of a tube enclosing the feasible tra-
jectories of a robot measuring bounded distances from two landmarks,
without prior knowledge about its states (positions, velocity, heading).
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Introduction

Interval analysis is an efficient tool used for solving rigorously complex
nonlinear problems involving bounded uncertainties [1] [2] [3]. Many
interval algorithms are based on the notion of contractor [5] which is an
operator which shrinks an axis-aligned box [x] of Rn without removing
any point of the solution set X. Combined with a paver which bisects
boxes, the contractor builds an outer approximation of the set X. The
resulting methodology can be applied in several domains of engineering
such as localization [7], SLAM [8] [9], reachability [10], etc.

This paper proposes a new interval-based contractor for nonlinear
equations which is minimal for narrow boxes. The method is based on
the centered form combined with a Gauss Jordan band diagonalization
preconditioning.

1 Illustration

Consider the set

P = {p | ∃ω > 0, f(p, jω) = 0}. (1)

where

f(p1, p2, jω) =

(

−ω2 + 2ω sin(ωp1) + cos(ωp2)
2ω cos(ωp1)− sin(ωp2)

)

(2)
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Take [p1] = [0, 2.5], [p2] = [1, 4],[ω] = [0, 10] and let us characterize
the set P . Using a branch and prune algorithm with a accuracy of
ε = 2−8 with an HC4 algorithm [1][12] (the state of the art), we get the
paving of Figure 1, left. The number of boxes of the approximation
is 43173. Similar results where obtained were obtained on the same
example in [13]. With an accuracy of ε = 2−4, our centered contractor
yields Figure 1, right. The number of boxes of the approximation is
282 (instead of 43173), for a more accurate approximation.

A video illustrating the asymptotic minimality of the contractor is
given at:

https://youtu.be/nM9rR4jDj74
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Introduction

In this study, we focus on solving the constrained nonlinear program-
ming problems with inequality and general bound constraints. We
consider the following n-dimensional nonlinear problem,

minimize
x ∈ yyy ⊆ R

n
f(x)

subject to gj(x) ≤ 0, j ∈ Mc,
(1)

where f : Rn → R and gj : R
n → R, j ∈ Mc are continuously differen-

tiable nonlinear functions, and the interval box yyy = [y, y] denotes a gen-
eral bound constraint , that can be formulated as piu(x) = xi − yi ≤ 0
and pil(x) = yi − xi ≤ 0. We search for the global optimum using a
guaranteed method, the Interval Branch and Bound (IBB) method. In
the IBB method [3, 5], we replace the problem with smaller subprob-
lems. We try to discard a subproblem by computing upper and lower
bounds and checking for feasibility or optimality using Interval Arith-
metic. Nowadays, several implementations of the IBB can be found in
the literature. However, many of them do not use the Fritz-John (FJ)
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optimality conditions [4] to discard non-optimal subproblems. This
implies solving an interval-valued system of equations. In this study,
we investigate the interval FJ optimality conditions from a geometric
point of view. More information on interval arithmetic can be found
in [2, 1].

The interval FJ Condition System

The FJ conditions are necessary conditions for a solution to be op-
timal in nonlinear programming. For problem (1), following [1], the
straightforward extension of the FJ optimality conditions for a given
box xxx are the interval-valued system of equations

µµµ0∇f(xxx) +
∑

i∈Mb

µµµi∇pi(xxx) +
∑

j∈Mc

µµµj∇gj(xxx) = 0 (2)

µµµipi(xxx) = 0, i ∈ Mb (3)

µµµjgj(xxx) = 0, j ∈ Mc (4)

µµµi ≥ 0, i ∈ Mb ∪Mc ∪ {0}, (5)

where f(xxx), pi(xxx), gj(xxx) are the inclusion functions, ∇f(xxx), ∇pi(xxx),
∇gj(xxx) are the inclusions of the gradients of f(x), pi(x), gj(x) and Mb,
Mc are the set of bound constraints and constraints, respectively. Note
that we can reduce the number of equations in the system by consider-
ing only the active constraints. We consider a constraint to be active if
the inclusion of the constraint, pi(xxx), gj(xxx), contains zero. Let B and
C be the set of active bound constraints and active constraints, respec-
tively. We can formalize the equations (2)-(5) for active constraints by
replacing Mb with B and Mc with C.

The geometrical interpretation of the FJ conditions

Figure 1 shows the graphical meaning of the optimality condition. In
this case there are two active constraints g1(x

∗), g2(x
∗). The feasible

area is highlighted. We examine the optimality condition at the point
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x∗. Graphically, the necessary condition is that −∇f(x∗) has to be in
the conic hull of the gradients of the active constraints g1(x

∗), g2(x
∗).

In the interval world, instead of the point x∗ there is the box xxx, and
instead of the gradients there are the enclosures of the gradients. The
graphical interpretation of the interval optimality condition is shown in
Figure 2. Note that if any enclosure of the gradient of the constraints
contains zero inside, then the conic hull is full. So it contains all
directions, also the enclosure −∇f(xxx). Moreover, if 0 ∈ int(∇f(xxx)), all
directions could be decreasing, so it always intersects with the conic
hull. Otherwise, we can create the conic hull and reduce or discard the
box xxx by intersecting the conic hull with the negative enclosure of the
objective function.

Figure 1: Graphical meaning of
the optimality conditions.

Figure 2: Graphical meaning of
the interval optimality conditions.

Instead of directly applying the interval FJ Condition System (2)-
(5), we want to build a method which returns as soon as we know that
the test cannot succeed.

The main aim of the proposed method is based on the geometric
point of view. By intersecting the obtained conic hull with the −∇f(xxx),
we decide whether to apply the FJ optimality test or not. If the inter-
section is empty, no point satisfies the optimality condition, and the
box can be rejected. Instead of computing the conic hull, we want to
compute its section with a separating hyperplane h. If it exists, the
intersection is a convex bounded polytope. Next, we have to check
that the central projection of −∇f(xxx) onto h is contained in it.

In more detail, we compute the normal vector v of the hyperplane
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h, which separates the gradients of the constraints from the origin.
The existence of such a separating hyperplane is necessary to discard
any part of the box xxx by the FJ optimality test. If the separating
hyperplane does not exist, the conic hull is full. Therefore, every di-
rection is included in it, so also every direction of −∇f(xxx) as well.
If the method finds that the separating hyperplane does not exist, it
returns immediately. Otherwise, it returns the normal vector v. The
next step is to take the central projection of the constraints’ gradients
onto the hyperplane h. After that, we compute the convex hull C of
the projected boxes. If the central projection of the box −∇f(xxx) onto
h is contained in C, the optimality conditions are satisfied. Otherwise,
the FJ optimality test may reduce or discard the box xxx.
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Introduction

Interval methods are well-suited to enclose the zero set of a function
f . Subdivision algorithms in particular are widely used for such a task
([1, 2, 3, 4, 5] among others). They roughly consist in evaluating f

on boxes created along a subdivision tree. If the input function is a
high degree polynomial, one of the bottleneck of those algorithms is
the time required to evaluate f .

We propose a new approach that amortizes the evaluation cost over
the boxes created in a subdivision algorithm. It combines on the one
hand partial evaluations of the input polynomial and on the other hand
sparse tensors [6, 7] to store the boxes created during the subdivision
algorithm. This approach was implemented in the software voxelize1.
As a result, this software can enclose the zero set of polynomial systems
that were not reachable with state-of-the-art software.

Amortized evaluation on a grid of boxes

The first idea to reduce the evaluation redundancies is to use partial
evaluation. Assume that f(x, y) is a bivariate polynomial of degree d.

1https://gitlab.inria.fr/gmoro/voxelize.
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Figure 1: Boxes on the same
level of the subdivision tree

Figure 2: Enclosing of a
curve defined by 2 trivariate
polynomials of degree 100

Moreover, let (xi)0≤i<n and (yi)0≤j<n be two sequences of real inter-
vals. Using the Hörner scheme, evaluating f on a box requires O(d2)
arithmetic operations, and evaluating f on all the boxes (xi, yj) for
0 ≤ i, j < n requires O(d2n2) arithmetic operations. By reorganiz-
ing the operations using partial evaluations, the number of arithmetic
operations can be reduced to O(dn(d+ n)).

More precisely the operations are reordered as follows. For a given
xi, the partial evaluation of f in xi results in a univariate polynomial
fi of degree d. This step requires O(d2) arithmetic operations. Then
evaluating fi on n intervals requires O(dn) arithmetic operations. Fi-
nally, repeating these operations for all the n intervals xi, this allows
us to evaluate f on all the boxes of the grid with a total number of
arithmetic operations in O(dn(d + n)). More generally, for higher di-
mensions, this leads to the following theorem.

Theorem 1. Let f be a polynomial in k variables and of degree at

most d in each variable. Let X1, . . . , Xk be k sets of n real intervals

each. Then it is possible to evaluate f on all the boxes of X1 × · · ·Xk

in O(kdmax(ndk−1, nk)) arithmetic operations.

In the case where n > d, this approach results in a significant
speedup since the amortized number of arithmetic operations to eval-
uate f on each box of the grid is O(kd) instead of O(dk).
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Amortized evaluation on a sparse subset of a grid

For the simple subdivision algorithm shown in introduction, if the
boxes created are never discarded, then each level of the subdivision
tree form a dense grid of boxes. In this case, the partial evaluation
approach shown in the previous section can be applied directly to re-
duce the total number of arithmetic operations required to evaluate f

on each boxes with interval methods.
In the general case though, many boxes are discarded, and the

boxes appearing in a given level of the subdivision tree form a subset
of a grid, as shown in Figure 1. To handle the evaluation of f on
a subset of a grid, it is possible to design a variant of the partial
evaluation presented in the previous section. The key idea is to encode
this sparse subset of boxes with a sparse tensor in the Compressed
Sparse Fiber format or CSF [6, 7]. The CSF is a generalization of the
Compressed Row Format used to store the entries of a sparse matrix.
Performing the partial evaluation approach on a set boxes in a CSF
format leads to the following theorem.

Theorem 2. Let f be a polynomial in k variables and of degree at most

d in each variable. Let X1, . . . , Xk ⊂ R be k finite sets of intervals,

and let S be a subset of X1 × · · · ×Xk. Finally, let Ni be the number

of boxes of the projection of S on the first i coordinates, for i from 1
to k. Then it is possible to evaluate f on all the points of X1 × · · ·Xk

in O(kdmax1≤i≤k(d
k−iNi)) arithmetic operations.

As a consequence, if each Xi has more than d intervals, and if the
projection of A on the i first coordinates is X1 × · · · × Xi, then the
amortized cost is in O(kdk+1−i) instead of O(dk). As shown in the next
section, this data structure is particularly well suited when combined
with subdivision algorithms.

Amortized subdivision algorithm

The boxes created in the subdivision algorithm can be handled in dif-
ferent orders. Using a breadth-first walk on the subdivision, the boxes
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on the same level can be gathered and stored as a sparse tensor in the
CSF format. Then f can be evaluated on them using the amortized
evaluation scheme sketched in the previous sections.

This approach was implemented in the library voxelize. Figure 2
shows the output boxes of the software voxelize enclosing an algebraic
curve defined by two polynomial equations of degree 100, where the
coefficients are randomly drawn from a normal law centered at zero.
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Introduction

At SWIM 2022, Luc Jaulin and his co-authors presented a new interval
arithmetic in [1], better suited than the usual interval arithmetic for
approximating the inner enclosure of a set. It is assumed that this
sought set S is defined by an equation f(x) = y where x belongs to
some given interval x, y belongs to some given interval y and f is
defined by a mathematical expression involving the usual arithmetic
operations +, −, ×, / and mathematical functions such as exp, sin
or

√
. The techniques presented in [2], based on the classical interval

arithmetic introduced in [3,4], yield an outer enclosure of this set. To
get an inner enclosure, that is, a set enclosed within the sought set S,
the approach proposed by Jaulin et al. consists in approximating an
outer enclosure of the complementary of the set S.

For this purpose, they define a so-called extended interval arith-
metic: the extension consists in the addition of a new element in the
set of numbers, that signals the fact that the function f is evaluated
outside of its domain. This is particularly useful for backward propa-
gation: it enables the contracting algorithm to account for portions of
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the set that lie outside of the domain and thus belong to the comple-
mentary of S.

Related work

The IEEE 1788-2015 standard for interval arithmetic [5] introduces
the notion of decorations: a decoration is attached to an interval and
sums up the history of the computations that led to this interval. In
particular it signals the fact that an intermediate computation had an
argument outside of its domain.

At first sight, it seems that this system of decorations could be used
to solve the problem of determining a complementary set. However,
even it is well defined for forward computations and thus for the for-
ward step of Jaulin et al.’s algorithm, it lacks the required properties
when it comes to reverse operations that are used during the backward
step of this algorithm. Indeed, it propagates the ”no information avail-
able” signal – called trivial decoration – during reverse computations.

The working group that developed the IEEE 1788-2015 was well
aware that the decoration system defined by the standard was not
satisfactory for these reverse operations, however it was the best it
could come up with within the alloted time. Indeed, Section 11.7.1
of the standard [5] says: ”No one way of decorating these operations
gives useful information in all contexts. Therefore, a trivial decorated
interval version is provided. . . ”

Tentative solution

Jaulin et al.’s paper shed light on this gap and offered a patch. Our
proposal is an effort towards another patch that is more in line with the
IEEE 1788-2015 standard and its system of decorations. It consists in
the introduction of a new decoration, called partial. We do our best to
define the rules that create and propagate it along the computations, in
order to convey the desired infomation, which is ”there were operations
that were given arguments partially outside of their domain”. Indeed
there is a decoration that signals when the argument is completely out

62



LARIS/Polytech Angers SWIM 2023 3

of the domain and thus when the result is empty. The difficulty is thus
to keep track of these ”partially outside” arguments for both direct
and reverse operations.

Conclusion

As the IEEE 1788-2015 standard will undergo a revision before the end
of 2015, such an insight into its limitations and its potential usages that
were not yet considered is very timely and will be considered for the
elaboration of the revised version of the standard.

References

[1] P. Filiol, T. Bollengier, L. Jaulin and J.-C. Le Lann, A
new interval arithmetic to generate the complementary of contrac-
tors, SWIM 2022, Hanover, Germany

[2] . L. Jaulin, M. Kieffer, O. Didrit and E. Walter, Applied
Interval Analysis, with Examples in Parameter and State Estima-

tion, Robust Control and Robotics, Springer-Verlag, 2001.

[3] . R.E. Moore, Interval Analysis, Prentice Hall, 1966.

[4] A. Neumaier, Interval Methods for Systems of Equations, Cam-
bridge University Press, 1990.

[5] . IEEE Microprocessor Standards Committee, IEEE 1788-

2015 Standard for Interval Arithmetic.

63



10 

 

�

64



LARIS/Polytech Angers SWIM 2023 1

Interval-Based Uncertainty Propagation for

Multimodal Response Functions

Dimitris G. Sotiropoulos1 and Stavros P. Adam2

1 Department of Electrical and Computer Engineering

University of Peloponnese, GR26334 Patras, Greece

dg.sotiropoulos@uop.gr
2 Department of Informatics and Telecommunications

University of Ioannina, GR47150 Arta, Greece

adamsp@uoi.gr

Keywords: Uncertainty Quantification, Interval Arithmetic,

Introduction

In many engineering fields, a problem of fundamental importance in com-
puting is finding sharp lower and upper bounds on the range of a function of
several variables over an n-dimensional rectangle. Because the uncertainty
problem is equivalent to bounding the range of a multivariate function over
a box, interval mathematics is the most straightforward technique for mod-
elling uncertainty and providing guaranteed enclosures. Unfortunately, this
is not an easy problem to solve in general. Although there are numerous
numerical methods for approximating the range of real functions, none guar-
antees the required accuracy of the result, and most of them (e.g., Monte
Carlo) face computational time constraints.

In this work, an interval algorithm is proposed to address the fundamental
problem of computing the range of values of a differentiable function over an
n-dimensional rectangle to address the computation of uncertainty in the
output. Our preliminary numerical results verify the applicability of the
proposed method to large uncertainty levels (greater than 20%). Moreover,
the method guarantees the required result accuracy as the user desires.

Methodology description

Let us assume that f : R
n → R is a continuously differentiable function

defined over the box X ⊂ R
n. In this scenario, the range of f , denoted as

F ∗ = [minx∈X f(x),maxx∈X f(x)], can be accurately determined if verified
enclosures for the global minimum are available. This is possible because the
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maximization problem can be equivalently transformed into a minimization
problem.

The proposed algorithm uses first-order information through an interval
gradient evaluation. It takes advantage of the valuable properties of the op-
timal center of the mean value form (MVF) for both the bounding and the
branching process [1] while employing two well-known accelerating devices:
the cut-off test and the monotonicity test. The algorithm uses first-order in-
formation of the objective function utilizing an interval gradient evaluation
to check monotonicity and then apply the optimal mean value form (MVF)
for bounding the range of the function. For bounding the objective function,
we take the intersection of the natural interval extension with optimal mean
value form to obtain the best lower bound for the range of f . Moreover, the
calculated derivative bounds are exploited to determine an optimal compo-
nent (subdivision direction) to bisect the box during the branching phase of
the algorithm.

In general, the search tree is incrementally expanded by iterating the
following steps: (i) The initial search box X0 is subdivided into smaller sub-
boxes, (ii) the objective function and its derivatives are bounded over the
sub-boxes, and (iii) sub-boxes that cannot contain a global minimizer with
certainty are removed. We next summarize the basic interval techniques that
accelerate the search process:

Function range test: A box Y is discarded from further consideration when
the lower bound inf FY is greater than the current upper bound fmax.
When the range test fails to remove it, it is stored in the working list
W with candidate sub-boxes for further investigation.

Cut-off test: The function range test is applied for all candidate sub-boxes
in the working list W when upper bound fmax is improved. Of course,
the greater the improvement of fmax is, the more influential the cut-off
test is.

Monotonicity test: Determines whether the objective function f is strictly
monotone in an entire sub-box Y ⊂ X0 or at least one coordinate di-
rection, in which case Y cannot contain a global minimizer. Therefore,
the whole sub-box is discarded, or its dimension is reduced as much as
possible when Y ⊆ X0.

Several examples have been investigated to test the algorithm’s correct-
ness and efficiency for large-range parameters. In [2], the algorithm has been
applied to compute the mechanical properties of two composite unidirectional
laminates.
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Numerical results

We present examples from the bibliography to demonstrate the practical be-
haviour of the proposed algorithm. The implementation was carried out in
C++ using the C-XSC-2.5. The first example has only three uncertain pa-
rameters; the second is a highly nonlinear function with five interval parame-
ters, and the third is a function with high-dimensional uncertain parameters
and strong nonlinearity [4]. We have adopted the same interval parameters
as in [4] for comparison reasons referred to as computational cost. At the
same time, in our algorithm, we have set the prescribed accuracy ε = 10−15

for the computation of the range bounds.

Example 1. f1(x) = e(0.2x1x3+1.5) −
1

x2
2

, where the three interval parameters

are produced under eight different levels of uncertainty, λ = 10%, . . . , 80%
around the nominal value 2.5 and the results are reported in Table 1. In all

Table 1: Computed bounds and computational cost for various levels λ
Input λ mid±rad Output λ NFE NGE NB LL

10 16.172 ± 4.034 24.94 4 2 0 0
20 18.363 ± 8.639 47.04 4 2 0 0
30 22.453 ± 14.511 64.63 4 2 0 0
40 29.219 ± 22.635 77.47 4 2 0 0
50 40.021 ± 34.535 86.29 4 2 0 0
60 57.179 ± 52.705 92.18 4 2 0 0
70 84.634 ± 81.396 96.17 4 2 0 0
80 128.950 ± 128.238 99.45 4 2 0 0

runs, the algorithm required four (4) function calls, two (2) gradient calls,
zero (0) bisections, and the necessary list length was also zero (0), while the
CPU time was about 20 microseconds for each instance. In this example, the
cost of our algorithm seems to be independent of the input uncertainty level
of the parameters, where the uncertainty level λ of an interval X is computed

as λ =
rad(X)

|mid(X)|
× 100%.

Example 2. f2(x) =
4

∑

i=1

(−1)i (x1xi + 0.25)i +
1

40x3
1x5

+ 2, where the five

interval parameters are produced under eight different levels of uncertainty
λ as shown in Table 2, around the nominal value 0.5 for each variable.

Example 3. f3(x) =
∑

1≤i<j≤n

1

100

(

x2
i + xi + 1

) (

x2
j + xj + 1

)

. The third

example comprises n = 100 parameters, which can be extended to higher
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Table 2: Computed bounds and computational cost for various levels λ
Input λ mid±rad Output λ NFE NGE NB LL

10 2.117 ± 0.256 12.10 4 2 0 0
20 2.225 ± 0.571 25.66 4 2 0 0
30 2.483 ± 1.039 41.86 10 6 2 1
40 3.089 ± 1.874 60.66 10 6 2 1
50 4.622 ± 3.663 79.27 10 6 2 1
60 9.085 ± 8.422 92.71 13 8 3 1
70 25.786 ± 25.467 98.76 13 8 3 1
80 125.884 ± 125.968 100.07 13 8 3 1

dimensions. We repeat the same experiment for this function by producing
the interval parameters around the nominal value of 1.2 for each variable.
The results are shown in Table 3.

Table 3: Computed bounds and computational cost for various levels λ
Input λ mid±rad Output λ NFE NGE NB LL

10 669.295 ± 147.609 22.05 4 2 0 0
20 709.736 ± 298.707 42.09 4 2 0 0
30 777.549 ± 456.785 58.75 4 2 0 0
40 873.349 ± 625.333 71.60 4 2 0 0
50 997.999 ± 807.840 80.95 4 2 0 0
60 1152.607 ± 1007.797 87.44 4 2 0 0
70 1338.528 ± 1228.692 91.79 4 2 0 0
80 1557.364 ± 1474.017 94.65 4 2 0 0
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1 Introduction

Consider the following list of problems:

• Finding the global minimum of a function on a subset of Rn,

• Solving equations,

• Computing the Lebesgue volume of a subset S ⊂ R
n, Computing an

upper bound on µ(S) over all measures µ satisfying some moment
conditions,

• Pricing exotic options in Mathematical Finance,

• Computing the optimal value of an optimal control problem,

• Evaluating an ergodic criterion associated with a Markov chain,

• Evaluating a class of multivariate integrals,

• Computing Nash equilibria,

• With f̂ the convex envelope of a function f , evaluate f̂(x) at some
given point x.

The above seemingly different and unrelated problems share actually a very
important property: these problems can be seen as particular instances of
a linear infinite dimensional optimization problem, called the Generalized
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Moment Problem (GMP).

Let K be a Borel subset of Rn and M (K) be the space of finite signed
Borel measures on K, whose positive cone M (K)+ is the space of finite
Borel measures µ on K. Given a set of indices Γ, a set of reals γj : j ∈ Γ,
and functions f, hj : K → R, j ∈ Γ that are integrable with respect to
every measure µ ∈ M (K)+, the GMP is defined as follows:

ρ∗mom = inf
µ∈M (K)+

∫

K

fdµ

s.t.

∫

K

hjdµ ≦ γj, j ∈ Γ.

(1)

and it’s dual is defined as ;

ρ∗pop = sup
λj∈R+

∑

j∈Γ+

λjγj

s.t. H(λ, x) = f(x)−
∑

j∈Γ+

λjhj(x) ≥ 0, ∀x ∈ K
(2)

where γ+ ⊂ Γ stands for the set of indice j for which the generalized mo-
ment constraint is the inequality

∫
hjdµ ≤ γj.

It is known that the GMP has great modeling power with impact in
several branches of Mathematics and also with important applications in
various fields as illustrated by the above list. However, in its full gen-
erality the GMP cannot be solved numerically. According to Diaconis
(1987)[1], “the theory [of moment problems] is not up to the demands of
applications”. One invoked reason is the high complexity of the prob-
lem: “numerical determination is feasible for a small number of moments,
but appears to be quite difficult in general cases”, whereas Kemperman
(1987)[1] points out the lack of a general algorithmic approach. Indeed
quoting Kemperman: “...a deep study of algorithms has been rare so far
in the theory of moments, except for certain very specific practical applic-
ations, for instance, to crystallography, chemistry and tomography. No
doubt, there is a considerable need for developing reasonably good numer-
ical procedures for handling the great variety of moment problems which
do arise in pure and applied mathematics and in the sciences in general...”.

This contribution will propose an approach based on interval arithmetic
to approximate the GMP with continuous function data and its dual.
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We use the guaranteed approximation of the integration of a function with
respect to a measure which says that if µ be a non negative measure on a
compact set K, f a continuous real-valued function defined on K and X

be a finite partition of K and [f ] a convergent inclusion function of f , then

∑

X∈X

f(X)µ(X) ≤

∫

K

fdµ ≤
∑

X∈X

f(X)µ(X),

to relax the primal problem into a finite dimensional linear problem.
The relaxation of the dual problem is based on the observation that if
a continuous function f is strictly positive then, for a given convergent
inclusion function of f , there exists a partition of K for which the inclusion
function is positive on all the elements of this partition.
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Introduction

Machine learning (ML) systems have demonstrated their ability to successfully solve real
world problems by means of constructing nonlinear models of the processes governing these
problems. These models result from data analyzed by complex nonlinear ML approaches
such as neural networks, kernel-based techniques, boosting, Gaussian processes and many
more, while the most recent paradigm concerns Deep Learning (DL), a class of stacked
neural architectures consisting of several interconnected layers with numerous neurons.

However, it is common knowledge that nonlinear classifiers and in particular neural
classifiers act as black boxes and they provide no means of direct human understand-
ing of their decision making. In consequence humans using these systems cannot rely
upon them without understanding the learned elements of their reasoning in order to
interpret and verify decisions. This proves to be a serious problem whenever safety re-
quirements apply, especially in the case of critical systems operation. In addition, the
General Data Protection Regulation (GDPR) of the European Union imposes explicit le-
gal requirements on the use of Artificial Intelligence (AI) systems either for profiling or for
automated decision-making purposes. Among these requirements Transparency towards
individuals stands for providing meaningful information explaining the results of an AI
system processing personal data [1].

Though interpretability of learned systems proved to be useful in several scientific and
technological areas, it was the advent of DL architectures that, actually, promoted the
topic known as eXplainable Artificial Intelligence (XAI). Moreover, recent research on XAI
has received increased attention due to initiatives such as the DARPA XAI project and
the Explainable Artificial Intelligence Workshops held during the IJCAI-2017 and IJCAI-
2019. For a detailed survey of the methods and techniques proposed towards Explainable
AI and Machine Learning systems the interested reader may refer to [2].

Methodology description

The idea behind the proposed approach is not new. Actually, Adam et al. [3] first
introduced it in order to derive the domain of validity of a trained Multi-layer Perceptron
(MLP). This idea is adapted, here, to deal with Explainability matters of neural classifiers,
as described hereafter.
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After training a neural classifier implements a model of the underlying classification
function which is learned given a number of training patterns. These patterns are sup-
posed to consistently represent the input space as their sampling distribution is considered
to match the distribution of the input data. When an unknown n-dimensional input pat-
tern, x = (x1, x2, . . . , xN)

T is presented to the trained network a decision is taken by the
network concerning the classification of the pattern. The network output, denoted here,
y = N (W,X) depends on the values of the features xi, i = 1, . . . , N and in consequence
each one of the features can be seen as a parameter of the classification model. Note,
that y = (y1, y2, . . . , yM)T represents the vector of M network outputs, one output per
class, while W represents the matrix of the network synaptic weights computed during
training.

Suppose that for some given pattern the j-th network output is triggered, which results
in having yj in some interval [yj] = [1−βj, 1] where 0 6 βj is pattern dependent. In order
to explain the decision of the network one should be able to analyze how each feature
contributes to the decision yj. This means that if [xk] denotes the interval within which
range the values of the k-th feature then, with respect to the above hypotheses, the
problem of deriving the contribution of that feature to the specific network output can
be cast in terms of the following parameter estimation problem,

N−1(yj(x)) ⊆ ([x1], [x2], . . . , [xk], . . . , [xN ]). (1)

In this formulation all intervals [xi], except for i = k, are degenerate, i.e. point
intervals, corresponding to the specific values of the features for pattern x.

It is obvious that SIVIA [4] is the appropriate method for solving this set inversion
problem which results in defining the set of values of the k-th feature contributing to the
specific prediction, denoted by

x̂k = {x̂ ∈ [xk] : N (x1, x2, . . . , x̂, . . . , xn) ∈ [yj]}. (2)

It is this set x̂k and its relation with [xk] that hold all the information explaining
how the specific prediction N (x) = y provided by the classifier is affected by the k-th
feature. Moreover, x̂k is computed as a union of subsets of [xk] and so it can be connected
or not. Figure 1, hereafter, displays examples of various possible configurations of x̂k.
These examples concern contribution of the four features of the Fisher Iris dataset to the
prediction provided by a trained MLP with 2 hidden units for the 17-th pattern of the
class Iris-versicolor.

In order to formulate a measure suitable for the feature relevance, let us first state
that the degree of relevance of some feature is inversely proportional to the size of the set
x̂k. Hence, the narrower the union of intervals forming x̂k, the higher the relevance of the
k-th feature while a larger x̂k corresponds to a less relevant feature. Formula (3) defines
a rough measure of the relevance, where µ(·) is used to denote the length of an interval.

RN ,x,k = 1−
µ(x̂k)

µ([xk])
. (3)

A number of important remarks have permitted to derive the more detailed formula
(4) which is actually used in all our experiments.

RN ,x,k =











1−

∑L

l=1
µ(xl)1A(x

l)

µk

if
∑L

l=1
µ(xl)1A(x

l) > 0

H
(

∑L

l=1
µ(xl)1U(x

l)
)

if
∑L

l=1
µ(xl)1A(x

l) = 0











(4) 74



LARIS/Polytech Angers SWIM 2023 3

 

0.4! 0.6! 0.8! 1!-0.2! 0! 0.2!-1! -0.8! -0.6! -0.4!

Sepal!length!

Sepal!width!

Petal!length!

Petal!width!

Figure 1: Contributing feature values form the red colored areas.

In Formula (4), x1, x2, . . . , xL denote the intervals forming the partition of [xk] derived
from SIVIA. The intervals of interest are those belonging either to A the class of intervals
in the interior of x̂k or to U the class of intervals forming the border of x̂k. Note that, 1(·)
and H(·) denote, respectively, the indicator and the Heaviside functions.

Main results

The approach proposed is a deterministic method which succeeds to quantify uncertainty
pertaining the output decision of some specific neural classifier (after training) in terms
of the relevance of its input features. The method can be used to examine the feature
relevance either in cases of correct or incorrect classification. Based on the above formula
the relevance computed for each feature of the specific pattern x in the example of Figure
1 is:

Sepal length Sepal width Petal length Petal width
RN ,x,1 = 0.249451 RN ,x,2 = 0.0 RN ,x,3 = 0.695282 RF ,x,4 = 0.209869

One is able to construct heat maps providing an outlook of the feature relevance for
any class. An example of such heat maps is portrayed in the following Figure 2 where it
is possible to examine whether there exist features which do not contribute to or they are
irrelevant for some classification problem and thus they can be pruned.

Another experiment was carried out in order to test the performance of the approach
in the case of image classification problems. This experiment used a shallow network
with 784 inputs, 100 hidden nodes and 10 outputs which was trained with the MNIST
benchmark. Each image tested is considered to be a pattern composed of 784 features,
one per pixel of the 28×28 pixels of the image. Some indicative results are given in Figure
3 below. Note that the colored image, next to each original gray-scale image, displays
for each pixel its relevance to the network output. According to the color map used, the
pixels with higher relevance are brighter while the pixels that are irrelevant are colored
black.
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Iris versicolor 

Sepal!length! Sepal!width! Petal!width!Petal!length! Artificial!1!
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Figure 2: Heat map of feature relevance for Iris versicolor class with two artificial features.

Figure 3: Performance of the proposed approach for a number of images from the MNIST

dataset.
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Introduction

This work presents a new approach to use Satisfiability Modulo Theory
(SMT) approach to handle state-estimation of Timed Event Graphs
(TEGs) with uncertain place holding times, which are modeled by
linear state-space equations in the (max,+) algebra [1]. The existing
approaches in the literature are mentioned below.

State observer : A Luenberger-inspired observer introduced in [8]
computes, using residuation theory [1], an estimation as close as possi-
ble, from below, to the true state. It is exclusively based on structural
assumptions of the perturbations, i.e. without any probabilistic guar-
antee.

Stochastic filtering : Stochastic filtering of such systems has
been studied in [9] for bounded random place holding times and ex-
tended to implicit forms in [7], exploiting live property of TEGs. The
stochastic filtering algorithm is based on a two-fold calculation, as it
is the case for the classical Bayesian filtering algorithm and uses the
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mathematical conditional expectation and interval analysis tools of
max-affine functions.

Set-membership filtering : Set-membership filtering, or set-
estimation, for short, has been studied in [2, 5, 4]. Briefly, this kind of
estimation approach computes, as a set, the exact (or over-approximation)
support of the posterior probability density function (PDF) in such a
way that a point in this set can be considered as an estimation with a
probabilistic guarantee but no stochastic optimality, as in Kalman-like
filtering [6].

Set-estimation for implicit forms is difficult to handle with exist-
ing approaches, and in this work we present an approach based on
recent works of [10] to compute an estimation within the support of
the posterior PDF.

(max,+)-linear systems

The (max,+) algebra (Rmax = R∪{−∞},⊕ := max,⊗ := +) is defined
in [1]. Implicit equations as x = Ax ⊕ b admit x = A⋆b as smallest
solution where

A⋆ =
⊕

k∈N

A⊗k

is the Kleene star of A. In practice, A is strictly lower triangular, hence
A⋆ is well-defined.

It is well known that Timed Event Graphs, working under earliest
firing rule, are modeled by (see [1, Sec. 2.5]) the following kind of
equations:

x(k) = B(k)x(k)⊕ A(k)x(k − 1),

z(k) = C(k)x(k),

B(k) = B,A(k) = A,C(k) = C, k = 1, 2, . . . .

where B,A ∈ R
n×n
max , C ∈ R

q×n
max, x(k) ∈ R

n (continuous state-space)
and z(k) ∈ R

q (continuous measurement-space). As it can be noted,
this modeling considers implicit forms, i.e. x(k) appears in both sides
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of the dynamic evolution equation. Furthermore, this equation can
be rewritten in explicit form thanks to the Kleene star of B, i.e. as
x(k) = B⋆Ax(k − 1).

In practice, in order to consider uncertainties, the matrix entries
have to be considered as random values, distributed according to PDFs.
More specifically, each entry is assumed to take an arbitrary value
within the support of the corresponding PDF f(·), and in this paper
such supports have bounded domain. Mathematically, B(k) ∈ [B,B],
A(k) ∈ [A,A] and C(k) ∈ [C,C] and for instance, aij(k) ∼ f(aij) is
analogous to aij(k) ∈ [aij, aij]. Moreover, in the uncertain case, it is
not possible to apply Kleene star operation if we are not interested in
conservative results.

Set-estimation

Let us define the prediction set based on the previous knowledge of
the state x̂(k− 1|k− 1) for systems without implicit form, i.e. x(k) =
A(k)x(k − 1), A(k) ∈ [A] = [A,A], as

Xk|k−1 = {Ax ∈ R
n | A ∈ [A]}

with x = x̂(k − 1|k − 1), which is equal to [Ax,Ax]. For practical
implicit forms,

xi(k) =

(

i−1
⊕

l=1

bil(k)xl(k)

)

⊕ (A(k)x(k − 1))i

for i = 1, 2, . . . . Hence, computing Xk|k−1 analytically turns out to be
difficult to be handled with existing approaches.

The measurement likelihood set based on the measurement z(k) is
computed as

X̃k|k = {x ∈ R
n | ∃C ∈ [C,C] s.t. Cx = z(k)}

= {x ∈ R
n | Cx ≤ z(k) ≤ Cx}
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being computed using [2]. Thus, Xk|k = Xk|k−1∩ X̃k|k is the support of
the posterior PDF such that it is easy to define an estimation x̂(k|k) ∈
Xk|k.

In this work, we consider the symbolic representation of (max,+)-
linear systems using SMT techniques [10]. Briefly, each row ofB(k)x(k)⊕
A(k)x(k − 1) is represented by

Rowi
Bx(k) ×Rowi

Ax(k−1) :




(

∧

l∈Gi

x
(k)
i − x

(k)
l ≥ b

(k)
il

)

∧





∧

j∈Fi

x
(k)
i − x

(k−1)
j ≥ a

(k)
ij









∧





(

∨

l∈Gi

x
(k)
i − x

(k)
j = b

(k)
il

)

∨





∨

j∈Fi

x
(k)
i − x

(k−1)
j = a

(k)
ij









∧





(

∧

l∈Gi

(b
(k)
il ≥ bil) ∧ (b

(k)
il ≤ bil)

)

∧





∧

j∈Fi

(a
(k)
ij ≥ aij) ∧ (a

(k)
ij ≤ aij)









with ∧ (resp. ∨) the conjunction (resp. disjunction) operator. x
(k)
1 , . . . , x

(k)
n

and a
(k)
ij , b

(k)
il are symbolic variables for each k ; Fi ⊆ {1, . . . , n},Gi ⊆

{1, . . . , i− 1} are sets of indices of the i-th rows of A(k), B(k) that are

different−∞ (i.e. are finite). Thus Sk,k−1 :
∧n

i=1

(

Rowi
Bx(k) ×Rowi

Ax(k−1)

)

represents symbolically the dynamic evolution equation. The same is
applied to the measurement likelihood, representing the observation
equation

X̃
k|k

:

q
∧

i=1









∧

j∈Hi

c
(k)
ij + x

(k)
j ≤ zi(k)



 ∧





∨

j∈Hi

c
(k)
ij + x

(k)
j = zi(k)





∧





∧

j∈Hi

(c
(k)
ij ≥ cij) ∧ (c

(k)
ij ≤ cij)









where c
(k)
ij are symbolic variables and Hi with the same meaning as
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for Fi but for C(k). Finally, Xk|k−1 : x̂k−1|k−1∧Sk,k−1 represents Xk|k−1

with x̂k−1|k−1 :
∧n

i=1

(

x
(k−1)
i = x̂i(k − 1|k − 1)

)

. Then Xk|k : Xk|k−1∧

X̃
k|k

is expected to be SAT, representing Xk|k. Using SMT solvers, for
instance [3], we are able to verify the previous expression and return a
solution that makes each asserted constraint true, defining then a value
for x̂(k|k). As part of a filtering algorithm, a recursion is defined, i.e.
x̂(k − 1|k − 1)← x̂(k|k) and the solver is called once again.

Example 1. Let B(k) ∈

(

−∞ −∞
[1, 2] −∞

)

, A(k) ∈

(

[4, 6] [3, 5]
[3, 7] [4, 5]

)

and C(k) ∈
(

[0, 1] −∞
)

with x̂(0|0) = (1, 0)T , x(1) = (6, 7)T , C(1) =
(

0.5 −∞
)

implying z(1) = 6.5. Then X1|1 is depicted in Figure 1, with X1|0

computed using existing approaches.

3 4 5 6 7 8 9 10
3

4

5

6

7

8

9

10

X̃1|1

X1|0

• x(1)
•x̂(1|1)

x1

x
2

Figure 1: Computing an estimation

Conclusions and perspectives

As part of future works, we aim at including stochastic constraints as
symbolic variables and thus respect stochastic criteria.
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Introduction

Estimating the dynamic behavior of lithium-ion batteries is crucial
for a lot of applications, for example in battery management systems.
The state variables can either not be measured directly or the mea-
surement effort or costs would be too high. To accurately estimate
the state variables, it is necessary to design observers with stable error
dynamics and high estimation accuracy. Furthermore, the dynamic
behavior is subject to process and measurement noise. The noise can
be modeled using stochastic or interval techniques. In the latter case,
the noise is considered to be unknown, but bounded. In this case, in-
terval observer approaches are widely used to estimate state variables
of uncertain dynamic systems [1]. Our goal is to design an interval ob-
server for estimating the state variables of a lithium-ion battery that
can subsequently be used for identification or control purposes.

The equivalent circuit model shown in Fig. 1 is employed to model
the dynamic behavior of lithium-ion batteries. Here, σ(t) is the state of
charge, vTS(t) and vTL(t) are the voltages across the RC sub-networks
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�

Figure 1: Equivalent circuit model of a lithium-ion battery, including
a disturbance voltage source z.

and z(t) represents a disturbance voltage source. This voltage source
is included in the state vector to quantify model mismatches based on
a scalar-valued integrator disturbance model. The lithium-ion battery
can be modeled with the following state space system, as shown in
previous work [2]

x(t) =
[

σ(t) vTS(t) vTL(t) z(t)
]T

∈ R
n , n = 4 , (1)

ẋ(t) = A(σ(t)) · x(t) + b(σ(t)) · u(t) ,

y∗(t) = y(t)−D(σ(t)) · iT(t) = C(σ(t)) · x(t) ∈
[

y
m
; ym

]

,

A =











0 0 0 0

0 −1
CTS(σ(t))·RTS(σ(t))

0 0

0 0 −1
CTL(σ(t))·RTL(σ(t))

0

0 0 0 0











, b =











−1
CBat

1
CTS(σ(t))

1
CTL(σ(t))

0











,

C =
[

ηOC(σ(t)) −1 −1 1
]

, D = −RS(σ(t)) ,

where y∗(t) is a quasi-linear representation of the output equation.
The state of charge dependent parameters are represented by nonlinear
expressions [2,3]. In this model, the terminal current iT is used as
the system input to charge or discharge the battery and the terminal
voltage vT is measured. The measurement ym is subject to noise which
is assumed to be bounded.
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Interval Observer Design

In previous work, an interval observer based on a Luenberger observer
structure was used to estimate the lower and upper bounds of the state
variables. The observer gain was designed in such a way, that stability
was guaranteed for the observed system, but the observer gain matrix
was not specifically optimized. The drawback of this approach is, that
the estimation uncertainty may increase over time. However, as shown
in [3], the estimation uncertainty can be reduced by using input current
profiles that include phases of zero current. In contrast to [3], where
z(t) = 0, the estimation of the disturbance voltage z(t) is included in
this work. The objective of this work is to estimate the state vari-
ables during system operation without using specified current profiles.
Therefore, it is necessary to investigate other design approaches. A
promising approach is a TNL observer design as derived in [4]. This
approach includes two additional design parameters T and N besides
the observer gain L. Therefore, it provides more design degrees of
freedom. Additionally, it includes an H∞ technique to reduce the in-
fluence of the bounded measurement noise on the estimated (state)
variables. The approach is based on LMIs, to be evaluated offline
which are designed so that stability is guaranteed for the observed sys-
tems. Additionally, a Metzler [5] structure is enforced in the system
matrix and the observer gains are optimized.

Before implementing the observer, the system (1) has to be investi-
gated, because it is not fully observable in this form, in contrast to the
simplified version in [3] if a linear polytopic uncertainty model is em-
ployed to embed the nonlinearities. As mentioned in [2], the system is
observable if it is considered as nonlinear, even if z(t) is included in the
state vector. Observability can be ensured for system (1) for example
by considering a second output equation, which leads to an augmented
output matrix. Aside from that, the output matrix is separated into a
constant and a time-varying part, where the latter one is treated as a
measurement uncertainty. This simplifies solving the LMIs.

Directly implementing the TNL approach for the system (1) leads
to an infeasible problem. To solve this, the TNL observer as described
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in [4] can either be combined with an iterative approach for solving
the LMIs, similar to [6] and [7], or implemented as a cascaded interval
observer.
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Introduction

Over the last two decades, the research on controlling groups of mobile
robots has been very active. It has led to high-dimensional nonlinear
models which are complex to study. The increase in complexity is now
making conventional nonlinear analysis methods challenging to use,
such as the Lyapunov theory in [6, 5, 7]. Interval analysis may have
the potential to propose general analysis methods to ease the analysis
of complex systems, see for example [3, 2].

Computer-assisted proofs with interval analysis algorithms often
consider specific shapes of sets to find a compromise between the com-
putational complexity and the pessimism of the algorithm [1]. Ellip-
soids are often described as a good compromise as they lead to poly-
nomial complexity. Moreover, they are related to quadratic Lyapunov
functions which helps their use for stability proofs. There exists some
method to propagate ellipsoids over the evolution of a system, such
as [4]. However, some problems can lead to systems with flatten ellip-
soids, resulting in degenerate ellipsoids where the classic tools cannot
find a solution.
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This presentation proposes to illustrate the way degenerate ellip-
soids propagate.

Basic properties

Every evolution of a state vector x ∈ R
n can be described by a non-

linear mapping

y = f (x) ,f : Rn 7→ R
n, (1)

where y ∈ R
n is a future state of the system. This mapping can be a

discrete mapping, where the analytical form of f is given. It can be
associated with a dynamical system, where f is the flow function. It
can be a Poincare mapping, where f is the projection of the state on
a Poincare surface. Or it can be a mix of the three previous mappings

In the state space, a nondegenerate ellipsoid of the form E (µ,Γ )
can be expressed as

E (µ,Γ ) =
{
x ∈ R

n| (x− µ)T Γ−TΓ−1 (x− µ) ≤ 1
}

(2)

with the midpoint µ ∈ R
n and the positive definite shape matrix

ΓΓ T ≻ 0. While the ellipsoids are often described by the quadratic
form (2), they can also be presented as an affine transformation of the
unit sphere

E (µ,Γ ) = {x ∈ R
n|∃x̃ ∈ R

n,x = µ+ Γ · x̃, ‖x̃‖ ≤ 1}

= µ+ Γ · E (0, In) (3)

A degenerate ellipsoid is an ellipsoid whose shape matrix Γ is not in-
vertible. While degenerate ellipsoids can’t be described by the quadratic
form (2), they can be defined as a singular affine transformation with (3).

Given the initial domain x ∈ E (µx,Γ x), the propagation of the
ellipsoids consists in finding an enclosing ellipsoid E

(
µy,Γ y

)
such that

y ∈ E
(
µy,Γ y

)
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Figure 1: Ellipsoidal propagation for the system (4) with x (tk) ∈
E (µk,Γ k) and x

(
t+k
)
∈ E

(
µ+

k ,Γ
+

k

)
for k ∈ {0, 1, 2, 3}

Main results

While the propagation of ellipsoids with linear mapping is straight-
forward, some non-linear propagation methods as been proposed in
the literature, such as [4]. This work proposes modifications of the
method [4] to solve hybrid non-linear systems in all cases.

Here is a common example of a system with degenerate ellipsoids

ẋ = f (x, x̂, α)

˙̂x = f (x̂, x̂, 0)

x̂
(
t+k
)
= x (tk)

tk = k · T (4)

with the period T > 0 and where x ∈ R
n is the state vector, x̂ ∈

R
n is the state estimation and α ∈ R

n is a constant disturbance.
The measurements at the times t+k make the ellipsoids degenerate, as
illustrated by Figure 1.
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Introduction

The Hodgkin-Huxley model [1,2] is one of the most well-known models
for the description of the current flow through ion-selective channels in
neural membranes. Although this model is capable of representing a
large number of dynamic effects such as spiking phenomena, the accu-
rate identification of the associated parameters is inherently complex
due to the fact that the required invasive measurements inevitably dis-
turb the dynamic effects to be identified. Therefore, this contribution
investigates different state-of-the-art approaches for a verified simu-
lation of the Hodgkin-Huxley model, analyzes thoroughly the reason
why they fail to determine enclosures for the temporal evolution of the
state trajectories, and finally proposes novel enclosure techniques that
remove the aforementioned shortcomings.
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Modeling of Intracellular Membrane Potentials Us-

ing the Hodgkin-Huxley Model

In their original work, Hodgkin and Huxley succeeded in describing the
temporal behavior of intracellular membrane potentials by a set of cou-
pled nonlinear ordinary differential equations for which they received
the Nobel Prize in Physiology or Medicine in 1963. The differential
equations of their model describe the variation of the electric voltage
v at the lipid bilayer represented by an electric capacitance as well as
by accounting for voltage-gated ion channels [2].

For the latter, the additional state variables n, m, and h are in-
cluded in the model. These variables describe normalized probabilities
associated with potassium channel subunit activation, sodium channel
subunit activation, and sodium channel subunit inactivation, respec-
tively. From a system theoretic point of view, the electric current i

is included in the model as a control input. Throughout this paper,
the parameterization of the Hodgkin-Huxley model according to [1] is
considered.

According to the discussion above, the state equations are given by

v̇ = gNam
3h · (eNa − (v + 65)) + gKn

4
· (eK − (v + 65))

+ gL · (eL − (v + 65)) + i

ṁ = αM(v) · (1−m)− βM(v) ·m

ḣ = αH(v) · (1− h)− βH(v) · h

ṅ = αN(v) · (1− n)− βN(v) · n

(1)

with the voltage-dependent nonlinearities

αM(v) =
2.5− 0.1 · (v + 65)

e2.5−0.1·(v+65)
− 1

, αH(v) = 0.07 · e−
v+65

20 ,

αN(v) =
0.1− 0.01 · (v + 65)

e1−0.1·(v+65)
− 1

, βM(v) = 4 · e−
v+65

18 ,

βH(v) =
1

e3.0−0.1·(v+65) + 1
, βN(v) = 0.125 · e−

v+65

80 .

(2)
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Set-Based Simulation Approaches

Widely used set-based simulation approaches for dynamic systems rep-
resented in the form of ordinary differential equations typically rely on
temporal Taylor series expansions of the solution with interval-valued
remainders that are determined in such a way that the resulting dis-
cretization and method errors are included in a guaranteed manner [4].
Extensions of these approaches make use of so-called Taylor models in
which the solutions are embedded into high-order polynomial enclo-
sures. However, the application of both techniques as implemented in
the Matlab toolbox IntLab 12 fails to compute guaranteed enclo-
sures. This is either due to the failure in determining suitable integra-
tion step sizes (for low-order series expansions) or due to overestimation
in the computed bounds for the Taylor coefficients (for higher order
expansions) leading to divisions by zero.

Unfortunately, the Hodgkin-Huxley model violates also the suffi-
cient criterion for cooperativity [5] which would allow for evaluating
lower and upper bounding trajectories for the domains of reachable
states in a decoupled manner. Moreover, also the exponential enclo-
sure technique [6], as proposed by the first author of this contribution,
is not efficiently applicable due to the fact that the linearized dynamics
of this model are characterized by eigenvalues with positive real parts
during the transient regime.

Therefore, this contribution proposes the following novel alterna-
tives that allow to resolve the problems discussed above:

• Subdivision of the nonlinear model into a cooperative part and
a set-based remainder, where the remainder is determined by ex-
ploiting a-priori known bounds for the range of the voltage-de-
pendent functions (2). This approach is closely related to the
remainder-form decomposition published in [3];

• Refinement of the bounds determined on the basis of the remainder-
form decomposition above by implementing an iterative tightening
scheme for the remainder bounds.
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With the help of the verified enclosures of the state trajectories
according to the proposed procedure, this contribution provides the
basis for novel procedures for uncertainty quantification of dynamic
models in computational neuroscience, where the point-valued param-
eters in (1)–(2) will be replaced by interval variables in future work.
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Introduction

Invariants are a key notion in a lot of scientific fields such as mathe-
matics, physics, biology and computer science. Our current work con-
sists in the generation of numerical invariants for discrete dynamical
systems, using a Kleene-like iteration over the domain of polynomial
zonotopes [2], extending similar work on zonotopes, the geometric con-
cretization of affine forms [3].

Background

Polynomial zonotopes are a natural extension of zonotopes introduced
in [1] in the context of reachability analysis of hybrid systems with
nonlinear continuous dynamics.

Definition 1 (Polynomial zonotope). A polynomial zonotope is the

image of an n-dimensional hypercube by a vector valued polynomial

function. In other words, PZ ⊂ R
p is a polynomial zonotope means

that there exists a function f : Rn → R
p where every component of f is

a multivariate polynomial such that PZ = f([−1; 1]n)
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Figure 1: An example of polynomial zonotope

Figure 1 shows a polynomial zonotope that is defined by:

PZ =

{(

2ε1 + ε2 + 2ε31ε2
2ε2 + 2ε31ε2

)∣

∣

∣

∣

(ε1, ε2) ∈ [−1; 1]2
}

The following Kleene’s theorem explains how to compute a least-
fixed point in a complete partially ordered set. It will motivate us to
do value iteration using domains of specific sets.

Theorem 1 (Kleene). If f ∈ X → X is a continuous operator in a

complete partially ordered set (X,⊑,⊔,⊥), then lfp(f) exists. More-

over, lfp(f) = ⊔{f i(⊥)|i ∈ N}

In general, we will rather compute a post fixed-point than a least
fixed-point since we cannot iterate a infinite number of times.

First Results

In the same way as [3], we want to use such a value iteration to generate
invariants. However, similarly to the case of zonotopes, the domain of
polynomial zonotopes is not a complete partially ordered set (least
upper bound does not exist). We should at least provide a binary join
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operator and a containment check for polynomial zonotopes. The join
operator between two polynomial zonotopes should result in another
polynomial zonotope which contains the other two (because giving the
union cannot be expressed in a polynomial zonotope representation).

Another important part is to prove that our join has good proper-
ties regarding the convergence of value iteration (we did not investigate
this part yet).

Definition 2 (join operator). Let A and B denote two polynomial

zonotopes

A =











P1(ε)
...

Pp(ε)





∣

∣

∣

∣

∣

ε ∈ [−1; 1]n







and B =











Q1(ε)
...

Qp(ε)





∣

∣

∣

∣

∣

ε ∈ [−1; 1]n







We denote the join of A and B by:

A⊔B =











(1
2
εn+1 +

1

2
)Q1(ε) + (1

2
− 1

2
εn+1)P1(ε)

...

(1
2
εn+1 +

1

2
)Qp(ε) + (1

2
− 1

2
εn+1)Pp(ε)





∣

∣

∣

∣

∣

ε ∈ [−1; 1]n, εn+1 ∈ [−1; 1]







It is indeed a join since evaluating εn+1 in −1 gives every point in
A and doing so in 1 gives every point in B, hence A ∪ B ⊆ A ⊔ B. It
only introduces one new variable but makes the total degree of each
polynomial grow by one.

We need a stopping criterion in order to stop our value-iteration
in the case a fixpoint is reached, which implies deciding whether a
polynomial zonotope is included in another one.
Kochdumper introduced in his thesis a test for containment check.
It consists in splitting a polynomial zonotope in several smaller ones,
enclose these ones in boxes and finally check whether these boxes are
included in another polynomial zonotope. However, this method does
not provide a complete decision procedure which makes it unsuitable
for our use.

We want a method to check if f(A ⊔ B) ⊆ A ⊔ B. Let Q1, . . . Qp

denote the polynomials involved in the left-hand side and P1, . . . Pp
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the ones for the other one (A ⊔B = {(P1(ε, εn+1), . . . Pp(ε, εn+1))
T |ε ∈

[−1; 1]n, εn+1 ∈ [−1; 1]}. Being interested in input/output relations,
we need to check whether the following system has solutions in ε′n+1

belonging to [−1; 1]











Q1(ε, εn+1)− P1(ε, ε
′
n+1) = 0

...

Qp(ε, εn+1)− Pp(ε, ε
′
n+1) = 0

. (1)

which is equivalent to
∑p

i=1
(Qiε, η

′)− Pi(ε, η))
2 = 0

For this purpose, we want to make use of Sturm sequences which
give a criteria to find real roots of a given polynomial within a cer-
tain interval. The Sturm theorem states that for P = ax2 + bx + c
square-free, if the number of sign changes in (sg(a− b + c), sg(−2a +
b), sg(b2/4a− c)) is bigger than the number of sign changes in (sg(a+
b + c), sg(2a + b), sg(b2/4a − c)). In our case, a, b, c are multivariate
polynomials. We can determine their sign by using Bernstein expan-
sion if the over-approximation does not contain 0. When this does not
work, we can use SOS programming to solve the problem.
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Introduction

In topology, one of the simplest invariant is the number of compo-
nents connected by arc [1]. This problem is relevant in the field of
robotics for path planning. In this presentation we introduce a novel
method counting the number of connected components of a set defined
by inequalities. The main idea is to decompose the set in contractible
subsets using interval analisys and then to reconnect the subsets us-
ing a graph. This method proposes an amelioration of the algorithm
described in [2]. Next is an example to illustrate the method.

Illustrative example

Given a set S defined by :

{

x2 + y2 − 6 ≤ 0
0.2 cos(x− y)− sin(yx)− 0.6 ≤ 0

Using SIVIA we can visualize S and see that it has three connected
components, one big in the center and two small on the upper left and
bottom right respectively.
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Figure 1: Set S in red

The first step of the proposed method uses a splitting algorithm to
decompose the space in three domains (blue/green/red). The ouptut
of the first step is given in Figure 2. In blue we have the boxes that
does not contain any points of S, in red boxes that are included in S

and in green, the boxes that are locally contractible to a point.

Figure 2: Result of the splitting algorithm

The second step consist in creating a graph from the previous de-
composition where each neighboring green boxes are connected if they
are contractible at a same point (see Figure 3) . Finally, the problem
of counting the number of connected components of the set S now be-
comes the problem of counting the number of connected component in
a graph which is solvable in polynomial time [3].
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Figure 3: Resulting graph from the decomposition

Robotic application

In robotics a concept commonly used is the configuration space [4] in
which each point is associated with a position for the robot. Knowing
the topology of this space is useful for path planning, with our method
we can decide wether a path between two point is feasible (i.e. in the
same connected component) and give us a path when one is feasible.
The graph obtained from our algorithm is sufficiently rich to be used as
a roadmap and using a shortest path algorithm like Dijkstra’s [5] we can
obtain a path between two points in the same connected component.
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Abstract

Uncertainty quantification and robustness to distribution shifts are im-
portant goals in machine learning (ML) and artificial intelligence (AI).
Although Bayesian neural networks (BNNs [7]) allow for uncertainty
in the predictions to be assessed, different sources of uncertainty are
indistinguishable. We introduce imprecise Bayesian neural networks
(IBNNs), a new deep learning technique grounded in imprecise proba-
bility (IP) theory [13]. Unlike other techniques in ML and AI involv-
ing IPs [2, 10] – that typically only focus on classification problems –
IBNNs can be used for classification, prediction, and regression. They
capture the ambiguity [4, 5] the designer faces when selecting which
prior to choose for the parameters of a Bayesian neural network and
which likelihood distribution to choose for the training data at hand.
An IBNN can be defined as a stochastic NN trained using finitely gen-
erated credal sets (FGCSs) of priors and likelihoods. FGCSs are convex
sets of probability measures having finitely many extreme points; we
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use them to train IBNNs in order to overcome some of the drawbacks
of BNNs. In particular, FGCSs allow to counter the criticism to the
practice in (standard) Bayesian statistics of (i) using a single, arbi-
trary prior to represent the initial state of ignorance of the agent, (ii)
using non-informative priors to model ignorance, and (iii) using a sin-
gle, arbitrary likelihood to represent the agent’s knowledge about the
sampling model. IBNNs allow to achieve robustness in the sense of
Bayesian sensitivity analysis [1], and to quantify and distinguish be-
tween epistemic and aleatoric uncertainties [6]. This is desirable in
light of several areas of recent ML research, such as Bayesian deep
learning [3, 9], adversarial example detection [12], and data augmenta-
tion in Bayesian classification [8]. IBNNs can also be used to compute
sets of outcomes that enjoy PAC-like properties [11]. We apply them
to two case studies. One, to model blood glucose and insulin dynam-
ics for artificial pancreas control, and two, for motion prediction in
autonomous driving scenarios. We show that IBNNs performs better
when compared to an ensemble of BNNs benchmark.
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