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Introduction. The nonlinear Schrödinger equation (NSE)  

02
2

 xxt uuuiu  , const  

with various boundary conditions models a wide class of nonlinear phenomena in 

physics. In the work [1], V. Zakharov and A. Shabat showed that NLS equation can 

be applied in the study of optical self-focusing and splitting of optical beams. This 

equation belongs to the class of equations that can be solvable using the inverse 

scattering method for a Dirac-type operator. This was shown in the works of V.E. 

Zakharov and A.B. Shabat [1], L.A. Takhtadjan and L.D. Fadeev [2], M. Ablowitz, 

D. Kaup, A. Newell and H. Segur [3].  

 In [4], V.K. Melnikov obtained evolutions of scattering data with respect to t 

for a self-adjoint Dirac operator with a potential that is an NSE solution with a self-

consistent source of integral type. However, we note that in the above works NSE 
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was considered in the class of "rapidly decreasing" functions, i.e. conditions that 

vanish in a certain way as the coordinate tends to infinity. 

In connection with the application to specific physical problems, it became 

necessary to consider NLS not only in the class of rapidly decreasing functions, but 

also in classes of functions of a special form. First, in the work of V.E.Zakharov and 

A.B. Shabat [5], NSE was integrated in the class of “finite density” functions, i.e., 

functions for which 2( , ) i itu x t e  , ( , ) 0xu x t   as x . The n-soliton solution 

of the NSE in the case of a finite density was found in [6]. 

Formulation of the problem. We consider the integration of the following 

system of equations 
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with initial value 

0( ,0) ( )u x u x ,     (4) 

where the bar means complex conjugation and j , 1,2, ...,j N  are the eigenvalues 

and function 0 ( )u x  satisfy the following properties: 

1. 

0

0

(1 ) ( , ) (1 ) ( , )i ix u x t e dx x u x t e dx  




        ,  

2. The equation  
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, x R   

can have N  number of eigenvalues. Here, the function 0 ( )u x  is a complex 

conjugation of 0 ( )u x .  

We also assume that the eigenfunctions T

nnn ),( ,2,1   ( T

nnn ),( ,2,1  ) 

corresponding to ( )n t  this eigenvalues satisfy the following normalizing conditions 

det{ ( , ), ( , )} ( )T

k k ks t s t t   , Nk ,...,2,1 ,    (5)  

Here ( )k t , 1,2,...,j N  are given and the continuous functions of t . 

The main goal of this work is to study the integration of the nonlinear 

Schrodinger equation via inverse scattering problem in the class of ( , )u x t  function, 

which is sufficiently smooth and tends to its limits rapidly enough when x   

and satisfies the condition  

 



 

0

0

22 22

),()1(),()1( dxetxuxdxetxux tiitii    

0,
),(2

1





 



 

dx
x

txu

k
k

k

.     (6) 

Let the function ),( txu  be a solution of equation (1), from the class of 

functions (5). Consider an operator with a potential ),( txu  that is a solution to the 

problem under consideration and find the evolution from t  the scattering data. 

Necessary information from scattering theory. Consider the system of 

linear equations on the real line R 

( ) 0L I f  ,      (7) 

where ( , )f f x   is vector-column function and 
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There we present some necessary facts for our further exposition from the 

theory of the direct and inverse scattering problem for the system of equations (7). 

We define the Jost solutions of the system (7) with the following asymptotic 

values 
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where  

22)(  p ,      (9) 

here and below we will use the standard Pauli matrices  
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3 . 

For real   ( 22   ), path of square root is fixed by the condition 

 signpsign )( . The Riemann surface   of a function )(p  consists of two 
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instances   and   a complex plane C  with cuts along the real axis from   to 

  and from   to   with properly identified cut edges (see [5]). The function 

)(p  is introduced on   the formula (8), where 0Im  p  on the sheets 

 . In what 

follows, for convenience, we will often omit the dependence of the function )(p  

on  . Thus, in formulas where and is involved, it is always assumed that )(p  is a 

function of  . 

 It can be shown that 

det( , ) 0
d

dx
    and det( , ) 0

d

dx
   .   (10) 

From (8) and (10) it follows that 

2

2 ( )
det( , )

p p
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2

2 ( )
det( , )
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 .   (11) 

For real p  and   pairs of vector functions { , }   and { , }   form a fundamental 

system of solutions to (7), so, there is a functions ( , ), ( , )a t b t   that for solutions 

{ , }   and { , }    

( , , ) ( , ) ( , , ) ( , ) ( , , )x t a t x t b t x t         , as   из ],[\1 R . (12) 

The coefficients ),( ta   and ),( tb   are called transition coefficients. From 

relations (10) and (11) we obtain 

1),(),(
22
 tbta  ,    (13) 

where the functions ( )a   and ( )b   are independent of x  and 

2
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The function ),( ta   admit an analytic continuation in   into the plane  . The 

function ),( ta   has the asymptotics 
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),( )( Oeta i , as 0Im  .    (16) 

Besides, in the plane   the function ),( ta   has a finite number of zeros at the points 

k  ( 1, 2, ..., )k N , and these points are the eigenvalues of the operator L . 

It follows from representation (14) that if 0),( ta n , then the columns 

( , , )x t   and ( , , )x t   are linearly dependent at n  , i.e., 

( , , ) ( ) ( , , )n n nx t c t x t    , Nn ,...,2,1 .  (17) 

Note that the vector-functions  
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The following integral representations hold for the Jost solutions  
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In representation (18) the kernel ( , , )K x y t  does not dependent on   and the related 

to the potential ( , )u x t  as the following: 

22

212 ( , , ) ( , )i i tK x x t e u x t    ,    (19) 

It is well known that the components of the kernel ),,( tyxK   for y x  are solutions 

of the system of Gelfand-Levitan-Marchenko integral equations: 
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Definition. The set of the quantities { ( , ), ( , ), ( ), ( ), 1,2,..., }n na t b t t c t n N     

is called the scattering data for equation (7). 

 Evolution of scattering data. If the potential ),( txu  in the system of 

equations (7) depends on t , then its solution f  must also depend on t . Let this time 

dependence have the form 

( , , )f A x t f
t







,      (21) 
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. 

The compatibility condition for linear systems (7) and (21) is 
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. 

 Let ( , , )x t   be a Jost solution of the equation ( )L t   . By differentiating 

this relation with respect to t , we obtain the equation 

L
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t t t
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By substituting 
L

t




 (22) into (23), we obtain the equation 
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,    (24) 

whose solution we seek in the form 

( , ) ( , )A x t x t
t


    


  


.    (25) 

For the functions ( , )x t  and ( , )x t , we obtain the equation 
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By multiplying Eq. (26) by 1   and 1 , we obtain 
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Relation (8) implies that 2(2 )A i p i
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 as x  therefore, from (21) 

we have 
2( , ) 0, ( , ) 2a x t x t i p i      as x . By solving (27), we obtain 

2
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      . 

Therefore, relation (13) can be represented in the form 
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By using (25) and by passing to the limit as x  in (28), we obtain 
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As in the continuous spectrum, one can show that 
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, 1,2,3, ,n N . 

Theorem 1. If the function ( , )u x t  is a solution of the equation (1) in the class 

of functions (3), then the scattering data of the system (7) with the function ( , )u x t  

depend on t  as follows: 
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, 1,2,3, ,n N . 

The obtained relations determine completely the evolution of the scattering 

data for the system (7), which allow as to find the solution of the problem (1)-(3) by 

using the inverse scattering problem method. 

Corollary. If we get 
* *
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Where 1, , , p    and c  are positive numbers. In this case, the scattering data system 

of equations (7) with potential 0u  has 
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Using results theorem 1, we can find 
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Solving the inverse problem we get 
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