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Abstract

Conscious cognition depends on the ability of the neocortex to generate internal models of the
outside world. During wakefulness, the neocortex maintains and updates knowledge of the
world and uses this knowledge through top-down projections to make predictions, test
hypotheses, and/or contextualise input from the senses. How are these information streams
combined in cortical microcircuits? Is their computational function to test internal models on
the basis of their predictions or to contextualise sensory signals, or both? In addition to their
somatic integration zones, many pyramidal neurons have a site of top-down and other
contextual information integration near the top of the apical dendrite’s trunk. This architecture
enables top-down contextualisation of bottom-up information, amplifying or attenuating
sensory responses depending on prior knowledge and current context. However, current deep
neural network models of sensory processing lack such a mechanism, and cognitive theories do
not reach the explanatory level of intracellular two-compartment integration. In this interactive
‘live’ paper, we envision how a continued synthesis of multi-scale, multi-species experimental
data and theoretical and data-driven models will drive further insights into the biophysics,
microcircuitry and dynamics of context-sensitive two-compartment neurons, and their role in
predictive cognition.

Introduction - mapping contextual information onto microcircuits that incorporate dendritic
computations

The integration of external evidence with internal models is crucial for intelligent behaviour.
Our ability to think and move depends on quickly understanding information from the world
around us, using what we already know, and adjusting our mental models. All this is achieved
apparently effortlessly by the brain, while continuously taking many things into account, such as
prior knowledge, current demands and future goals. Converging evidence suggests that cortical
microcircuits and intraneuronal mechanisms combine top-down contextual information with
current sensory information about the world (Larkum, 2013, Schuman et al., 2021; Pennartz et
al. 2019), and that this integration occurs already at the level of single neurons. Many studies
suggest that this operation is performed by specialised functions within the main cells of the
cerebral cortex that can associate top-down and bottom-up information streams arriving at
apical and basal sites respectively (Larkum, 2022; Larkum et al., 2022). Understanding the
details of this operation has required a paradigm shift to view cortical neurons as
multi-compartment processors performing nonlinear computations. Input to pyramidal neuron
dendrites in cortical layer 1 is crucial for cognitive function, as this is an important layer for
corticocortical feedback, and receives the strongest neuromodulatory input (Schuman et al.,
2021, see also Ledderose et al, 2023).

We propose that this paradigm shift, applicable to both biological and artificial neurons,
has the potential to transform the field of machine learning (Beniaguev et al., 2021; Haider et
al., 2021; Archarya et al., 2022; lyer et al., 2022, Max et al., 2023; Wybo et al., 2023),
revolutionise neuromorphic computing (Adeel, et al., 2022; Khacef et al., 2022; Stockel and
Eliasmith, 2022), and stimulate novel mechanistic explanations of the cellular and microcircuit
foundations of computation and cognition (Kreutzer et al., 2022; Phillips, 2023, Figure 1).
However, investigating the integration of top-down and bottom-up information in individual
neurons and cortical microcircuits is not trivial (Pardi et al., 2023), requiring theoretical



perspectives combined with multi-species approaches, using paradigms that can disentangle
information streams. Here we review recent studies using a behavioural paradigm (visual
occlusion) designed to isolate the influence of top-down information. This approach deliberately
obscures a portion of an image (the “occluded” region). This region of the visual field in the
primary visual cortex of humans, monkeys and mice does not receive bottom-up receptive field
stimulation, and recordings therefore measure functional and structural principles of top-down
processing. We then describe how the spatial separation of top-down and bottom-up inputs
within single pyramidal neurons and the thalamocortical control of their integration might have
causal implications for perception, learning, attention, working memory, and consciousness.
Lastly, we evaluate which biological abstraction and computational motifs could inspire novel
search spaces for artificial intelligence architectures. In summary, we offer a new perspective on
the function of the cerebral cortex that emphasises the cooperative nature of its components
and architecture (Phillips, 2023).
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Figure 1: Exploring multiscale empirical frameworks and machine learning to elucidate mechanisms of cognition
based on context-dependent processing as a computational goal. We reframe sensory processing from a
bottom-up (BU), feature tuning model to a cooperative process in which top-down (TD) connections regulate the
bottom-up flow of information via contextual inputs to dendrites of pyramidal neurons in the neocortex. (A)
High-resolution human brain imaging (and sophisticated imaging and electrophysiological techniques in animals)
can probe layer-specific function during cognitive states revealing the combination of top-down with bottom-up
sensory information. (B) The assimilation of these distinct sources of information can be understood with neural
models that include dendritic function. Interneuron subtypes and their functional roles are described in more detail
in the text. (C) The characterisation of dendritic mechanisms, in turn, inspire advancements in machine learning
(see Beniaguev et al., 2021; Pagalos et al., 2023a). Example DNN with a context-sensitive (CS) two-point neuron
(TPN) inspired architecture processes real-world audio-visual data more efficiently (modified from Adeel et al.,
20233, and see later section ‘Context-dependent neural computation in next-generation Al and neuromorphic
computing paradigms’).

[An extended description of the DNN is as as follows: Individual CS-TPNs receive audio receptive field (R,') and video
receptive field (R,) and cooperate moment-by-moment via proximal, local, and universal contextual fields (C,, Cp,
and C,) to conditionally segregate the coherent and conflicting FF streams and then recombine only the coherent
multistream to extract synergistic FF components (brief memory): M. The extracted brief memory components are



broadcasted and received by neighbouring processors along with the current C, and C,. The integrated context (C)
and integrated R are used by the asynchronous modulatory transfer function (AMTF) to split the signal into
coherent and incoherent signals. The magic for selecting the relevant FF information for the ongoing transmission
lies in the new kind of AMTF that overrules the typical dominance of receptive field (R) (outside world) being the
driving force behind neural output, and awards more authority to the contextual information coming from the
neighbouring neurons (inside world) (Adeel et al., 2020, 2022, 2023a, 2023b, 2023c). Here, C, defines the
modulatory signal coming from the neighbouring cell of the same network or the cell’s output at time t-1, C, defines
the modulatory sensory signal coming from some other parts of the brain (in principle from anywhere in
space-time), and C, defines the outside environment and anticipated behaviour or widely distributed general
context (based on past learning and reasoning). For simplicity, C, is linked to brief memory formation and retrieval
which is universal in that its modulatory effect is broadcasted to all sensory modalities. In general, C, could
explicitly be extended to the sources of inputs to include general information about the target domain acquired
from prior experiences, emotional states, intentions, cognitive load, and semantic knowledge. This architecture with
CS-TPNs permits a reduction of irrelevant feedforward information flow, disambiguating feedforward signals,
making learning easier, and reducing energy demand during training and inference compared to point neurons. See
demo: cmilab.org/research. The spiking simulations demonstrate an efficient solution to the credit assignment
problem through apical dendrites, using CS-TPNs-driven burst-dependent synaptic plasticity (BDSP). It is shown how
CS-TPNs tend to remain largely silent when information is less relevant but become active (bursting) when
information is relevant. Additionally, it is notable that TPNs fire more frequently than CS-TPNs. For a simple XOR
problem, CS-TPNs learn faster compared to context-insensitive TPNs-driven BDSP (Payeur, et al., 2021)].

How does the cortex do it? A summary of current knowledge about how the cortex represents
top-down information

A prevailing view is that the architecture of the cerebral cortex is structured to support the
integration of sensory inputs with current demands, expectations and prior knowledge, in
distinct processing streams flowing in bottom up and top down directions, embedded in laminar
microcircuits. Within this neocortical architecture, stored information modulates the processing
of incoming information through top-down circuits. Cognition, therefore, works in a predictive
or generative way such that the cortex internally generates a representation of the outside
world that is fed back to sensory areas and compared to external inputs, for example, to
complete inference and improve internal models by learning (Dayan et al., 1995; Rao and
Ballard, 1999; Lee and Mumford, 2003; Friston, 2005; Clark, 2015). Similarly, evidence suggests
that top-down circuitry with lateral corticocortical connections in both superficial and deep
cortical layers (Markov and Kennedy, 2013), conveys crossmodal sensory information supporting
the construction of coherent multimodal world models (Garner and Keller 2022; Pearson et al.
2021; Pennartz et al. 2023). However, the content of internal representations and the
functional roles of top-down processing remain often theoretical or lack mechanistic detail, in
part due to the empirical challenge of disentangling feedback inputs from strong driving
feedforward processing (Keller et al., 2020), especially at intracellular levels. It is therefore
essential to establish parsimonious approaches to isolating top-down influences.

Visual occlusion paradigms for isolating the influence top-down information

Visual occlusion is a paradigmatic example in which top-down processing provides input layers
with additional contextual information beyond what is available from bottom-up thalamic input
(e.g. Smith and Muckli, 2010). By partially occluding visual scenes, cortical retinotopic regions or
neurons that receive only lateral and cortical top-down input can be isolated. Here, the
remaining signals relate to contextual information or to internally-generated model-based



predictions of the missing stimulus features. Applying this occlusion paradigm in a multispecies
approach establishes the beginnings of an empirical framework parameterising contextual
top-down processes in vision, and the functional relationships between internal representations
and sensory signals.

The content of top-down information at occluded locations

Using this partial visual occlusion paradigm has allowed the field to make more precise
statements about the content and effects of feedback information. When humans are
presented with partially occluded images during fMRI, the surrounding scene content creates a
mental model prediction that can be read out from the retinotopic V1 regions processing only
the occluded part of the image. The fMRI signal in this situation is consistent with the
interpretation that feedback information from higher cortical areas (rather than local recurrent
or lateral connections, Papale et al., 2023) is responsible for activity in V1. However, beyond
contextual modulation, this top-down input might code for higher-level predictions about the
incoming stimulus content, which is missing in the case of occlusion (Morgan et. al., 2019;
Pennartz et al., 2019). In line with this interpretation, top-down scene-specific information in
the non-stimulated retinotopic region of V1 correlates with orientation information found in
internal model predictions of scenes, sampled in humans as behavioural line drawings of
missing scene features. Therefore, simplified representations of visual scenes, at least in this
case, provide a good description of an internal model of the scene and conceivably the contents
of feedback information to V1 (Morgan et al., 2019, Figure 2A).

Surprise if what should be there is occluded

One possibility is that, during amodal completion, where the brain uses prior knowledge to
interpret what is hidden even though the occluded content is not consciously perceived (Peters
and Kriegeskorte, 2021), an internal generative model is fed back to V1 that matches the
expected scene features. The absence of expected features drives a negative prediction error, in
L2/3 neurons encoding errors (Seignette et al., 2023a). The negative prediction error might also
generate an fMRI signal in more superficial layers for amodal (Muckli et al. 2015) and modal
completion (Bergmann et al. 2019), due to the absence of expected sensory input. We propose
that what becomes conscious in modal and amodal completion is the figure that is in front of
the occluded background. The activity in layer 2/3 in relation to amodal and modal completion
is detectable in human fMRI in superficial cortical depth layers and in mouse data showing
stronger illusory modulation in the superficial layers of mouse V1 (Pak et al.,, 2020). The
conscious readout of the foreground figure might activate L5 pyramidal neurons, (Aru et al.
2020a,b) but might only be detectable in human fMRI downstream (fMRI signal measures more
input and less output signal, Logothetis, 2008). Modal and amodal image completion are
distinguished from imagery by the ability to simply describe missing low-level features versus
the subjective sense of imagined content. This raises the question as to whether sensory
completion versus imagery reflects differences in the contents of feedback, or some other
process. We hypothesize that imagery involves the activation of thalamo-cortical loops involving
deep thalamic-projecting pyramidal neurons that creates the sensation of imagined content
whereas sensory completion (or rather also sensory absence during modal or amodal
conditions) also activates pyramidal neurons in superficial cortical layers related to error



signalling of missing expected features (Seignette et al., 2023a). In this scenario, feedback would
represent a back-projected template that need not precisely fill in retinotopic features but can
generalise over a few degrees of visual angle (Petro et al., 2023), and spatial frequencies (Revina
et al., 2018). This suggestion has been further supported by a multi-layer computational model
of predictive coding that combines specific object representation with view-invariant
recognition and is capable of pattern completion in the occlusion paradigm (Brucklacher et al.,
2023).

Layer fMRI

Laminar imaging localises this top-down contextual information to superficial layers of V1
(Muckli et al., 2015, Figure 2A). This is enabled by high-resolution imaging with 7T fMRI, that
has sufficient spatial resolution to approximate energy consumption in cortical layers and
reflects locations of high synaptic activity (Uludag and Blinder, 2018). This fMRI data might be
detecting top-down inputs to the apical dendrites in L1 of L2/3 and/or L5 pyramidal neurons
encoding perceptual internal models in humans, bridging human laminar fMRI with animal
neuronal models (Larkum et al., 2018). Top-down signals in the absence of bottom-up inputs
can also be investigated in humans with imagery, attention, or cross-modal stimulation tasks
(Lawrence et al., 2019; Gao et al., 2020; Marquardt et al., 2020). fMRI studies reveal activity or
information in upper and lower cortical depth compartments containing feedback information,
in line with anatomical projection profiles. Imagining visual content can be detected in elevated
information in the BOLD signal restricted to the deep layers of human V1, whereas seemingly
‘real’ illusory content is mainly located in superficial layers (but see Kok et al., 2016). This
suggests that early visual microcircuits receive distinct types of feedback information that
reflect the mode of conscious perception (Bergmann et al., 2019). As yet, it is not clear how
these different classes of internally generated signals are re-integrated into cortical columns in
primary sensory regions and further evidence is required to interpret the specific influence of
feedback processing (Vezoli et al., 2021).

Monkeys

Accessing the neuronal physiology implied by these human visual microcircuits is necessary to
understand the cellular mechanisms of these top-down inputs. We employed the partial visual
occlusion paradigm in a cross-species approach, presenting monkeys and mice with the identical
partially occluded stimuli shown to humans (Papale et al., 2023 and Seignette et al., 2023a,
Figure 2B,C). These studies demonstrate again that, counter to classical theories of vision,
neurons deprived of bottom-up sensory stimulation nevertheless encode stimulus-selective
information. This was revealed by decoding image identity based on responses to the occluded
portion of the stimuli. The dynamics of this contextual feedback information, studied using
electrophysiology in monkeys, shows that V1 neurons in the occluded region (that don’t receive
feed-forward information) process scene-specific contextual information less than 20 ms later
than neurons whose receptive fields are presented with the scene stimulus (Papale at al., 2023,
Figure 2B). A similar delay in responses to contextual information is observed in mouse V1
neurons responding to occluded images (Figure 2C). Such late enhancement of V1 activity is
necessary for figure-ground segregation, both in monkeys (e.g. Poort et al., 2012) and mice
(Kirchenberger et al., 2021), and to enhance object regions in natural images (Papale et al.,



2021). These representations of non-occluded scene information in the cortical region
corresponding to the visually occluded region were correlated between humans and monkeys,
suggesting cross-species similarity in the content of perceptual internal models supplied by
higher visual areas to V1 (Figure 2B).

Mice

In mice, two-photon imaging of neuronal calcium signals in L2/3 neurons in V1 shows that
distinct populations of L2/3 neurons code for either sensory or feedback information, and
contextual responses to occluded scenes are stronger in trained animals, suggesting that these
responses can be explained in a predictive processing framework (Seignette et al., 2023a, Figure
2C, cf. Pennartz et al. 2019). Subsets of inhibitory interneurons might help to regulate the
weighting given to sensory and feedback streams. Somatostatin-expressing (SST) deep-layer
Martinotti neurons very effectively control apical dendritic activity and are activated by deep
layer pyramidal neurons but are disinhibited in awake versus anaesthetised animals (Murayama
et al., 2009a; Murayama et al., 2009b). Similarly, SST interneurons in L2/3 that are active during
normal sensory input are disinhibited by feedback input in occluded image paradigms (Keller et
al., 2020). This disinhibition is mediated by Vasoactive Intestinal Peptide (VIP) expressing
interneurons that are particularly active when the cortex processes inputs that strongly activate
top-down inputs. This is revealed convincingly by making use of stimuli lacking bottom up
inputs, in situations of occlusion or uncertainty, for example (Kirchberger et al., 2023). The
strong activation of VIP cells in otherwise inactive regions of cortex silences nearby SST cells,
releasing the apical dendrites from inhibition, thus rendering pyramidal cells more sensitive to
top-down inputs. Optogenetically silencing VIP cells reduces activity in pyramidal cells,
particularly in situations where the pyramidal neurons are only being activated by contextual
inputs (Kirchberger et al.,, 2023). In addition to being strongly activated when
feedforward-input is missing, VIP-cells are also activated by contextual feedback information
during normal visual processing (Zhang et al., 2014, Kirchberger et al., 2021). VIP activity is
enhanced in regions of V1 receiving feedback (e.g. on a figure compared to background regions)
again causing a release of the apical dendrites in V1 from inhibition by inhibiting somatostatin
(SST) cells. These findings obtained using occluded stimuli match well with results obtained
using a visuomotor mismatch paradigm to study predictive processing, which also revealed
involvement of this canonical disinhibitory circuit (Attinger et al., 2017). Intriguingly, visuomotor
mismatch also strongly activates another subset of interneurons, the elusive axon-targeting
chandelier cells (Seignette et al 2023b). How their activity modulates the activity of L2/3
pyramidal neurons and how this ties into predictive processing remains unknown however.

Models

To further test the intuition that internal models are reconstructing the image portion under the
occluder, Svanera et al., (2021) presented two neural network models with the same partially
occluded stimuli shown to humans, monkeys and mice. After being trained to fill in the missing
scene quadrant, a self-supervised deep convolutional neural network (CNN) with an
encoder/decoder architecture outperformed a classical object-recognition supervised network
(VGG16) in terms of similarity to brain data. The branch of the network more similar to the early
visual cortex was not the portion compressing retinotopic features into higher level



representations (i.e., the forward encoder pathway), but instead, the portion reconstructing
retinotopic features from higher level representations (Svanera et al., 2021, Figure 2D). The
network supports the interpretation that in the human, monkey and mouse data there is
information in V1 not related to sensory features but to contextual information or generative
internal models of the expected external information. This modelling work is complemented by
multi-layer predictive coding models styled after the feed-forward/feedback architecture of the
cortex and trained by unsupervised, Hebbian learning (Dora et al. 2021; Brucklacher et al.
2023).
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Figure 2: Multispecies partial visual occlusion tasks to parameterise contextual feedback responses in
non-stimulated primary visual cortex. In human, monkey and mouse V1, scene identity can be decoded using
multivariate pattern analyses of data taken from a region processing only the occluded image patch. Contextual
responses are in response to this occluded image patch. A. Laminar fMRI data localises these contextual responses
to occluded stimuli in the superficial depths of V1 (Muckli et al., 2015). Contextual responses in the non-stimulated
retinotopic region of V1 correlate with orientation information found in internal model predictions of scenes,
sampled in humans as line drawings of the masked scene content (Morgan et al., 2019. See also Revina et., 2018,
Ortiz-Tudela et al 2023; Petro et al., 2023; Lazarova et al., 2023). B. Spiking activity of V1 neurons in a monkey
viewing either natural scenes or scenes where the information in the RF was occluded reveals that neurons
responded rapidly and selectively to occluded scenes, but 20ms later than to non-occluded scenes. Monkey V1
spiking responses to occluded stimuli correlate strongly with the representations of the same scenes in humans
measured with fMRI (Papale et al., 2023). C. Two photon calcium imaging in V1 of awake mice. Animals trained to



detect fullscreen natural scenes were subsequently presented with fullscreen or occluded natural scenes. L2/3
neurons in V1 that had their RF on the occluder responded to either fullscreen or occluded stimuli. This suggests
the existence of separate neuronal populations responding to feedforward or contextual information (Seignette et
al., 2023a). D. Exploiting a generative encoder-decoder architecture to model human fMRI responses measuring
cortical feedback processing (Svanera et al., 2021). The autoencoder model, and mouse, monkey and human
occlusion data are available on EBRAINS to download, or as Jupyter notebooks that can be used to reproduce the
experimental data (link).

Multiscale and multimethods

The human, monkey, mouse and model findings presented above illustrate how we came
together as a collaborative group with a common interest in the functions and microcircuits of
cortical feedback processes. Such a systematic accumulation of evidence towards multilevel
spatiotemporal characteristics of top-down circuits in sensory processing sits within broader
schemes for the future of integrated neuroscience (Amunts et al., 2022, Paquola et al., 2022).
There, ambitious interdisciplinary and large-scale collaborations are innovating towards the
computational principles and circuits of human intelligence, brain models for artificial
intelligence, transformational neuromorphic systems, and strategic applications in brain
medicine (e.g. Human Brain Project, Center for Brains, Minds and Machines). In these
endeavours, understanding corticocortical and thalamocortical loops is necessary for
understanding principles of intelligence, depending crucially on the mechanisms of cortical
feedback processing (Larkum, 2013). But functional descriptions of cognition need to be
anchored to the level of neuroanatomical features that capture sufficient explanatory detail
upon which to ground our theories. At first glance, these remarkably similar cross-species
stimulus-specific responses in neurons with no informative sensory stimulation are not fully
explained by current functional descriptions of laminar circuits, and may even involve streaming
of subcortical information to thalamus and cortex (Suzuki et al., 2023). There is substantial
evidence that cortical feedback inputs target the apical dendrites of pyramidal neurons (Pardi et
al., 2022; Schuman et al., 2021), however there is also a significant projection to basal dendrites
in deep layers (Manita et al., 2015). At present, it is not understood what function this second
projection serves, although it has been suggested that it might allow certain top-down
projections to activate the coincidence detection mechanism in layer 5 pyramidal neurons by
activating both the apical and basal compartments simultaneously (Manita et al., 2017). In any
case, it is clear that the apical dendrites have specialised computational abilities afforded by a
range of linear and nonlinear mechanisms (Larkum et al., 2022). It is now essential to ask how
long-range feedback signalling in the cortex dovetails with processing at the cellular level and
under what circumstances. Further, what are useful biophysical abstractions of this microscale
anatomy and function for constraining macroscale measures, computational models and
artificial networks?

Subcellular basis of cognitive function

Despite the abundance of evidence (reviewed above) that pyramidal neurons can perform
complex operations on feedforward and feedback inputs embedded in a rich local network of
interacting interneurons, pyramidal neurons are still most frequently modelled or
conceptualised as point neurons, that is, without dendrites (Larkum, 2022). In vivo and in vitro
studies suggest that, far from operating as point neurons, pyramidal neuron activity is strongly
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determined by dendritic activation via L1 feedback inputs using their repertoire of Ca®'
(calcium), Na** (sodium) and NMDA (N-methyl-D-aspartate) spikes (London and H&usser, 2005;
Larkum et al., 2009; Larkum, 2022). Therefore, at least a two-compartment abstraction might be
necessary to capture input/output properties of neocortical pyramidal neurons with sufficient
biological realism (Major et al., 2013). Recent evidence that the apical dendritic compartment
can become isolated from their cell bodies in L5 pyramidal neurons suggests that a 3rd
compartment (a “coupling” compartment) is necessary to capture the influence of higher-order
thalamus, possibly related to attention, that is absent during anaesthesia (Larkum et al., 2001;
Suzuki and Larkum, 2020; Aru et al., 2020a). At minimum, one can say that the way neurons
operate is computationally richer than is assumed in both empirical and computational
neuroscience and especially in the field of machine learning. Even more, increasing evidence
reveals that mechanisms in apical dendrites play a key role in cognitive cortical functions
including sensory perception, prediction, learning, memory, and consciousness. For example,
functional imaging of cortical L1 in behaving mice during sensory perception, where top-down
inputs provide information related to behavioural saliency, shows that calcium spikes in the
dendrites of L5b neurons control the perception of an external stimulus (Takahashi et al., 2016,
2020, see also Xu et al., 2012).

Fundamentally, a multi-compartmental model of neuronal function allows for the
segregation of categorically separable information streams. This may be particularly important
for distinct learning rules for top-down versus bottom-up pathways, both for their biological and
computational implementation. For internal models to be functional, they should adapt with
learning such that stimulus-evoked activity is modulated according to prior expectations.
Indeed, a recent study showed that hippocampus-dependent learning involved a gating signal to
L1 of mouse somatosensory cortex suggesting that consolidation of semantic memory involves
a specific process in the apical compartment of pyramidal neurons (Doron et al., 2020; see also
Aru et al., 2020a). Cortical feedback signals to V1 in humans encode more detailed
stimulus-specific information after learning (Lazarova et al., 2023; Ortiz-Tudela et al., 2023),
which presumably also relies on top-down activity in L1. In sum, cortical function relies on the
integration of internally-generated top-down and bottom-up sensory information, that might
ultimately be best explained at the subcellular level, considering the anatomical and
computational distinction between apical and basal dendritic trees. Now the challenge is to
attempt to elucidate the computations at the cellular level, for instance determining what
functions are carried out in specific dendritic compartments (see Herz et al., 2006; Jordan et al.,
2020; Kreutzer et al., 2020; Leugering et al., 2023; Mikulasch et al., 2023; Wybo et al., 2023), the
consequence for neuronal output, the subsequent interactions between L2/3 and L5 pyramidal
neurons, and the roles of interneurons in the local circuit. Only then will it be possible to
determine the implications for cortical functions, the consolidation of semantic and abstract
information in networks and its extraction for solving tasks and generating relevant behaviour.
In short, the time is now right for determining the conceptual usefulness of dendritic
computations in biological and artificial networks (Larkum, 2022).

Embedding multicompartment neurons in functional laminar microcircuits
Two-compartment neurons as described above are not universally or even widely recognised in
understanding neocortical function, but their inputs and computations are essential to explain



architectures enabling the top-down processes of attention, arousal, learning and prediction,
(the latter two being closely intertwined). These processes require different classes of L2/3 and
L5 pyramidal neurons, allowing for different types of dendritic computation, that do not
currently exist in artificial neurons. The predictive processing function of the cortex might be
the core computational motif upon which to situate our theories of learning, attention and
conscious awareness (Mumford, 1991; Rao and Ballard, 1999; Hohwy, 2013; Clark, 2015; Parr
and Friston, 2018; Pennartz, 2022). We remain open to different ways to implement predictive
processing but align with the notion that higher areas generate predictions about sensory
inputs, that are compared with actual inputs, to learn and be aware of the external world (Clark,
2015; Phillips, 2023; Hawkins and Blakeslee, 2004). Awareness has been described as a
‘superinference’ that encompasses many low-level predictions pertaining to individual
modalities and submodalities, but also spatial and situational aspects of conscious experience
(e.g. Pennartz, 2015, 2022). The granularity of this predictive process might need to be revised
to not only include classes of neurons (e.g. prediction error neurons, representation neurons,
inhibitory interneurons) but also the apical and basal neuronal compartments via which
pyramidal neurons communicate, along with the neuronal dynamics to support spatio-temporal
predictions (Haider et al., 2021; Senn et al., 2023). Influential theories about the functional
classes of pyramidal neurons required for predictive processing include prediction error neurons
in L2/3 and internal representation neurons in L5 (Keller and Mrsic-Flogel, 2018, figure 3).
Representation neurons associate top-down predictions with the bottom-up signals, and
prediction error neurons compute the difference between the top-down prediction and actual
input and send this error signal up to higher levels to optimise internal models if necessary (Rao
and Ballard 1999; Batsos et al., 2012; see also Richter at al., 2023). This classical setup has been
shown to result in object-selective and view-invariant firing patterns in higher layers of
predictive coding networks (Dora et al. 2021; Brucklacher 2023).

Multiple streams of integration

The reality may be more complicated in both regimes. For example, not all L2/3 neurons show
signatures of prediction error, and L2/3 contains at least two classes of pyramidal neurons
(Figure 3). One class processes bottom-up sensory input and another processes top-down
expectations. This functional separation is supported by evidence in mouse V1 cortex during
visual occlusion, with different subsets of L2/3 neurons responding to either the full image
(bottom-up information), or the missing scene content in occluded scene regions (encoding
top-down predictions or a negative prediction error, a prediction that is not matched even
though expected, Seignette et al., 2023a). Also using a visuomotor mismatch paradigm, two
populations of L2/3 pyramidal cells have been observed, possibly encoding positive and
negative mismatch signals (Jordan and Keller, 2020; Seignette et al., 2023b), and may even
represent genetically distinct cell types (O’Toole et al., 2023). These two classes have been
modelled as ‘discriminator’ neurons processing low-level activity and ‘generator’ neurons that
project from higher to lower areas (Deperrois et al., 2022). In this scheme, classes of L2/3
pyramidal neurons are involved in calculating error signals or different types of attention
signals, either bottom-up salience signals, or top-down prospective attention signals. Both types
of attention signals require positive and negative prediction errors that are represented in a
different subset of L2/3 pyramidal neurons, that themselves only represent a fraction of L2/3
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pyramidal cells. We further propose distinct classes of L5 pyramidal neurons, one that integrates
sensory input in the basal dendrite and top-down attention signals in the apical dendrites, and a
second whereby the basal dendrites represent bottom-up salience signal while the apical
dendrite of L5 pyramidal cells integrates top-down expectations. These L5 ‘awareness’ neurons
could integrate the two streams, via a coupling mechanism (Aru et al., 2020a). Here, L2/3
neurons would represent unconscious content while in L5, coincident apical and basal input
triggering a dendritic calcium spike (whether apical input are errors or content) would
contribute to awareness. This proposal is supported by evidence that L5a neurons project to L1
interneurons and L5b neurons (Ledderose et al., 2023).

A. Representer neurons B. L2/3 Error neurons
Encoder Generator Positive error Negative error
— neurons neurons — neurons neurons
£ L1
% Top-down Q& Top-down
L2/3 L2/3 '_o @ Prediction error
LEARNING A neurons
L4 L4 l
o Internal
LS L5 representation
7 N ¢ > neurons
L6 L6
Bottom up Bottom up

Figure 3: Separate bottom up classification networks and top-down generative networks realised in
classes of L2/3 and L5 pyramidal neurons. A. One class of L2/3 pyramidal neurons, “representer”
neurons, might differentially encode bottom-up information at basal sites (encoder neurons), and
top-down information as inputs to apical dendrites (generator neurons). B. These representer neurons
might be transformed by learning into a second class of L2/3 error neurons. During learning, encoder
neurons that are driven by bottom-up inputs develop top-down inhibition. This inhibition explains away
the bottom-up drive, and the neurons become positive error neurons (bottom-up minus top-down).
Analogously, negative prediction error neurons develop from generator neurons by learning to subtract
away the top-down drive through bottom-up inhibition. The separation of the encoding (bottom-up and
generative (top-down) pathways permits the hypothesis that L2/3 neurons (encoding and generative)
represent unconscious content. L5 pyramidal neurons integrate the two pathways, and matching
bottom-up and top-down inputs in these L5 pyramids is a necessary ingredient for conscious awareness.

Apical input can create conscious experience

What is the nature of top-down information streams when internally-generated information is
not used for contextualising bottom up streams, but for imagination or dreaming? It has been
hypothesised that during dreaming, a mode of apical function, so-called “apical drive”
originates from internally generated information, thus becoming the main cause of the cell’s
action potential generation and output. This mechanism has been proposed as a theory of
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dreaming during REM sleep (Aru et al., 2020b). Although it remains to be explored empirically it
offers a testable framework. The apical drive hypothesis is compatible with “the overfitted
brain” hypothesis for dreaming (Hoel, 2021), which suggests that dreams may serve to avoid
overfitting of the brain’s internal models and to promote generalisations.

Deep convolutional neuronal network models also offer novel ideas into the biological
function of dreaming, where it is proposed that rapid-eye-movement (REM) dreaming is
essential for efficient memory semantisation by randomly combining episodic memories to
create new, virtual sensory experiences (Deperrois et al., 2022). The states of wakefulness,
NREM and REM sleep differ in their function, and in whether they have external inputs. During
wakefulness, sensory inputs drive early cortex and feedforward encoding pathways, and store
latent representations in higher areas, stored in the hippocampus as episodic memories.
According to the synaptic tagging hypothesis, this pathway should ‘tag’ that there was external
input (Frey and Morris, 1997), representing a delayed-in-time solution to the credit assignment
problem (Gltig, 2016). Generative feedback pathways can reproduce low level activities from
these abstract representations, and should minimise the mismatch between these streams. This
replay scenario is compatible with electrophysiological recordings of the “Up” and “Down”
states during NREM sleep (Destexhe et al., 2007).

During sleep, the network is largely disconnected from the sensory world, and it is
proposed that during NREM sleep, information we stored during wakefulness can be replayed
from the hippocampus (even if it was occluded), generating low-level activities, with the
encoder pathway ensuring that latent representations are similar to the episodic memories
(Deperrois et al., 2022). However during REM sleep, random hippocampal memories combine
with spontaneous activity to create new visual content. From this new high-level
representation, activity in the lower sensory cortex is generated and is again fed through the
encoder or feedforward pathway. Synaptic plasticity adjusts feedforward connections to silence
the activity of the discriminator output as it should learn to distinguish it from externally evoked
sensory activity. Simultaneously, feedback connections are adjusted adversarially to generate
activity patterns which appear externally-driven and thereby trick the discriminator into
believing that the lower-level activity was externally-driven. This network architecture allows
the neuronal network to learn to generalise to many hypothetically possible situations,
including those that have never been experienced (visual experience of a particular car in a
street) but make the neuronal architecture robust to include these simulated data sets in its
repertoire of recognisable situations.

The cellular hypothesis of dreaming (Aru etal., 2020b) and the functional model
(Deperrois et al., 2022) can be reconciled by postulating that the forward encoding pathway and
the feedback generative pathway are represented by separate streams of L2/3 pyramidal
neurons. The content of these L2/3 streams is not perceived, but they are integrated in L5
pyramidal neurons which do contribute to perceived content. L5 pyramidal neurons encode the
match between the encoding and generative pathway through dendritic calcium spikes (Aru et
al., 2020a, Takahashi et al., 2020). These L5 pyramidal neurons may also be active when a
subject dreams, as opposed to cortical activity during sleep that is not experienced as dream.
This hypothesis that dreaming is a mode of apical function in the superficial layers (Aru et al.,
2020b) could help to reconcile puzzling findings in individuals with aphantasia, an inability to
voluntarily imagine visual content. Aphantasics are unable to perform voluntary visual imagery
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during awake states but around 63% report to dream visually (compared to around 89% of
individuals with average imagery vividness; Zeman et al., 2020). Aphantasia might therefore
involve functional differences in deep layer feedback processing, whereas superficial layer
feedback processes may be less affected. This hypothesis is compatible with laminar brain
imaging in humans showing that imagery is preferentially detectable in deeper layers of primary
visual cortex (Bergmann et al., 2019). Here, top-down generated input might arrive to apical
dendrites in L1, that drive L5b neurons, because we are aware of the imagined content, and this
can be detected with laminar fMRI. This is quite different from cases of visual occlusion, where
we do not consciously perceive scene-specific content in the occluded image region (but that
leads to prediction error signals related to the absence of expected information in superficial
layers). Under circumstances where internal activity drives conscious experience, as in dreaming
or imagining, the higher-order thalamus, which is in a recurrent loop with L1 (also L4-5) of
perceptual regions and with prefrontal cortex, might be involved in gating ascending sensory
information with descending information from the prefrontal cortex, downscaling the weight
given to the ascending information in the cases where we generate imagined content at the
same time as perceiving our environment.

Context-dependent neural computation in next-generation Al and neuromorphic computing
Does the microcircuit structure laid out above provide a blueprint for a computational motif
that is computationally advantageous for building artificial intelligent systems? While artificial
intelligence offers novel approaches for neuroscientific investigations (Richards et al., 2022),
experimental observations and computational insights into behaving cortical circuits may also
advance Al. Predictions and contextual computations, as discussed above, are also key
computational motifs of the two most important modern Al architectures: convolutional neural
networks and transformers. At the most general level, computations that integrate spatial and
temporal context, including predictions, require a recurrent computational architecture (van
Bergen et al., 2020). Although feedforward deep neural networks still dominate the engineering
of perceptual systems, adding recurrence to convolutional neural networks can improve their
performance at perceptual inference tasks (Liang and Hu, 2015; Spoerer et al. 2017; Linsley et
al. 2018). Recurrent convolutional models have been shown to flexibly trade off speed and
accuracy depending on current task demands and predict how long it will take humans to
recognize images (Spoerer et al. 2020). While these models implement dynamic recurrent
inference processes that take context into account, they do not yet incorporate the detailed
circuit motifs discussed above and it is unclear to what extent their computations employ
predictive mechanisms.

One of the most impactful classes of machine learning architectures in recent years is
transformers models enabling breakthroughs in generative vision and language modelling. The
key mechanism of transformers is “self-attention” (Vaswani et al., 2017), which enables
context-dependent computations. Like convolution, self-attention in vision transformers allows
a functional column (e.g., a location in a spatial representation in the network) to integrate
information from other, neighbouring columns. Convolution uses fixed integration weights over
the neighbouring columns. Self-attention, in contrast, computes the integration weights
dynamically and as a function of the affinity with the neighbouring columns. Affinity-dependent
dynamic computations enable complex information integration schemes and the success of
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transformer architectures emphasises the importance of contextual computations. Unlike the
rodent and primate visual system, transformer models are typically feedforward and the
contextual signal is only computed within the same representational layer (i.e.,
“self”-attention). Cortical microcircuits also implement top-down attention signals, implying
recurrent processing and integration of more global information. It remains to be seen to what
extent integrating these inspirations from biology can benefit modern artificial neural network
architectures like transformers.

Contextual information integration with dynamic weights between representational
units implies a departure from point-units with fixed nonlinearities (Pagalos et al., 2023b;
Poirazi et al., 2003; Beniaguev et al., 2021; Poirazi and Papoutsi, 2020; Gidon et al., 2020;
Guerguiev et al., 2017; Grewal et al., 2021; Wu et al., 2018; Tzilivaki et al., 2019; Jones and
Kording, 2021). A number of Al experts have been inspired by the explanatory power of
few-compartment neuron models for cortical computation (Lillicrap, 2020; see also Guerguiev
et al., 2017; Haider et al., 2021; Payeur et al., 2021; Max et al., 2022 for the computational role
of compartmental neurons), and one next step will be showing the information processing
capabilities of these neurons to process large-scale data. Some earlier machine learning
approaches inspired by these neurophysiological discoveries focused predominantly on
learning, but using context to guide both ongoing processing and learning might be central to
unlocking the potential of these networks (Adeel et al., 2022). It has recently been shown that
deep networks of CS-TPNs (context-sensitive two point neurons) can process large-scale
real-world multisensory data 1250X more efficiently than networks composed of point neurons
(PNs, Adeel et al., 2023a, and Figure 1C). Furthermore, going beyond a point-neuron-inspired
Transformer model (the backbone of ChatGPT), a CS-TPN-inspired Cooperator model with the
same number of parameters, learns quicker than a Transformer (Adeel et al., 2023b, 2023c).
Context-sensitive two-point neurons amplify and suppress the transmission of information
when the context shows it to be relevant and irrelevant, respectively. A deep neural network
composed of such local processors seeks to maximise agreement between the active neurons,
extracting relevant features at very early stages, thus restricting the transmission of conflicting
information to higher levels and reducing the neural activity required to process large amounts
of heterogeneous real-world data. Such findings contribute to the shift in modern
neuromorphic computing to implement multicompartment neurons, offering new possibilities
for Al systems (Schemmel et al., 2017; Amir et al., 2018; Yang et al., 2019; Davies et al., 2021;
Gao et al., 2022; Khacef et al., 2022; Ward and Rhodes, 2022; Pagkalos et al., 2023a; see also
Urbanczik and Senn, 2014).

Ongoing directions in experimental, modelling and machine learning domains

Experimental challenges include bringing the (local) neuronal compartmentalization and (local)
laminar fMRI findings into a wider brain context, i.e. simultaneously assessing the source and
target of feedback signals at multi-scales is crucial. This information would provide the means
to test models casually at a brain-wide scale. The obvious next step would then be to
characterise the underlying cellular mechanisms although this may be only possible in the long
term. There is growing evidence that Al algorithms and neuromorphic systems benefit from
incorporating dendritic properties into their architectures. In terms of machine learning, forms
of deep learning that integrate two-point neurons are a step change in transforming the cellular
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foundations of deep network architectures. Future research should advance cross-links of these
artificial networks to behavioural phenomena and cortical microcircuit architectures. For
example, how do neural networks (such as Figure 1C) with built-in algorithms that infer the
relevance of their inputs using ‘apical’ processes relate to the brain measures we presented
showing the ‘filling-in’ of the occluded image regions based on internal context? And how do
DNNs that incorporate two-point neurons map onto the microcircuit functions we expressed
above using encoding streams and generative streams in L2/3, and a L5 stream that integrates
the bottom-up and top-down streams?

Concluding section

We recognise that a number of important studies were beyond our already far-reaching review
of mechanistic neuronal models for how the cortex uses feedback processing in behaviour. In
reviewing, we made a number of points. Assessing cognitive functions and neuronal substrates
of top-down microcircuits can be achieved with the occlusion paradigm. We showed evidence in
humans that top-down signals include predictive world models that are updated by information
from our senses. The occlusion paradigm can also be implemented in a multispecies approach,
with surprisingly consistent results in human and nonhuman primates and mice, opening the
door for studying the involvement of finer-grained (cellular) neural mechanisms in feedback
processing. Top-down feedback inputs arrive mainly to a sub-compartment of the neuron in the
apical dendrites, and apical dendrites have specialised computational abilities afforded by a
range of linear and nonlinear mechanisms. This spatial separation of inputs within a pyramidal
neuron has causal implications for perception, learning, memory, and consciousness. Algorithms
that describe dendritic computation and that are consequential for behaviour should inspire
more powerful machine learning approaches. While making these points, at times we bridged
to topics and bodies of literature in a more cursory manner, but we intended to give the breadth
of what we consider the fundamental implications of context-sensitive neurons, and their role
in cognition.

We propose that the next radical shift in our understanding of the neocortex will come
from algorithmic and conceptual points of view that incorporate the morphological and
biophysical features of cortical pyramidal neurons and their distinct computational
sub-compartments. These features are often overlooked in neurobiological investigations and
when modelling artificial neurons. This intraneuronal architecture offers the evolutionary gain
of increased computational power and the parsing of information streams in single cells,
necessary for the internal modelling of the outside world with input from the senses. The
emerging field of ‘cellular psychology’, the cellular foundations of cognition, suggests that the
role of context-dependent coding in pyramidal neurons ranges from perception to
self-development, from levels of consciousness to theory of mind (Philips, 2023). This paradigm
shift should provide explanation at a level incorporating the biophysical specialisations of
individual pyramidal neurons into a mechanistic understanding of principles underlying basic
cognitive functions and conscious experience.
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Box 1 Future research themes

Pathological states and dendritic integration dysfunction

Several pathologies of conscious experience and intellectual function are associated with
apical dendritic malfunction or its regulation, including epilepsy, psychoses in the
schizophrenia spectrum, anti-NMDA encephalitis, a heterogeneous class of pervasive
neurodevelopmental disorders in the autism spectrum including Fragile-X, other
neurodevelopmental disorders of intellectual function such as Down’s and Timothy
syndromes, and foetal alcohol spectrum disorders (see Palmer, 2014; Johnston, Frick, and
Poolos, 2016; Sanders et al., 2018; Granato and Merighe, 2021; Nelson and Bender, 2021).
Though prima facie different, there is overlap between these disorders, involving various
combinations and extents of malfunction in basic mechanisms on which the functions of
apical input to neocortical pyramidal cells depends. These mechanisms include the over- or
under-activation of mechanisms including BAC-firing, the regulation of apical function via
current flow through HCN channels, the integration of apical branch input and
communication of that to the soma via NMDA spikes, enhancing coincidence detection via
metabotropic glutamate receptors, and the prenatal development of the apical branches. The
precise aetiology presumably involves various combinations of gene polymorphisms,
mutations, and interactions with unique prenatal and postnatal environmental factors. But
the appeal of linking these pathologies also to apical dendritic malfunction is that it provides
a coherent functional explanation whilst simultaneously suggesting ways to investigate and
even design therapeutic approaches.

Species-specific morphological differences

One fundamental question that has to be rigorously tested is whether the cellular properties
of cortical neurons and their connectivity in rodents and humans are largely the same. Does
the size of neurons, or their membrane properties matter? Is laminar connectivity in mice and
humans the same in temporal, sensory or prefrontal cortices? Are feedback circuits organised
similarly? There is increasing evidence that dendritic and other postsynaptic mechanisms are
a key site of differences between species. A major issue for future investigation is the extent
to which distinctively human cognitive capabilities arise from distinctively human
morphological neuronal features and subcellular processes, particularly those involving
enhanced forms of cellular context-sensitivity. Comparisons between human and rodent L5
pyramidal cells in vitro have revealed that the greater apical dendritic length in human L5
neurons severely weakens their somato-dendritic electrical coupling (Beaulieu-Laroche et al.,
2018). Thus, distal dendritic synaptic input, even when boosted by dendritic calcium spikes,
caused weaker somatic spiking in humans than in rat L5 neurons. However, in vivo recordings
in mice suggest that the degree of electrical compartmentalization is far less in the intact
brain than in brain slices (Beaulieu-Laroche et al. 2019), suggesting that functional
implications of this species difference may be other than assumed from in vitro studies. Thus,
a challenge for future research will be to identify functionally important species differences in
somato-dendritic communication in vivo, and the actual roles of dendritic processing in the
intact, functioning cortex, particularly in L5 and other cortical principal neurons. To this end, it
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will be essential to develop better tools for specifically targeting dendritic mechanisms, in
order to determine their functions, as distinct from confounding off-target circuit effects
(Francioni and Harnett 2022).
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