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ABSTRACT
The production of quality printing products requires a highly com-
plex and uncertain process, which leads to the unavoidable gener-
ation of printing defects. This common phenomenon has severe
impacts on many levels for Offset Printing manufacturers, ranging
from a direct economic loss to the environmental impact of wasted
resources. Therefore, the accurate estimation of the amount of pa-
per waste expected during each press run, will minimize the paper
consumption while promoting environmentally sustainable princi-
ples. This work proposed a Machine Leaning (ML) framework for
proactively predicting paper waste for each printing order. Based
on a historical dataset extracted by an Offset Printing manufacturer,
a two-level stacking ensemble learning model combining Support
Vector Machine (SVM), Kernel Ridge Regression (KRR) and Extreme
Gradient Boosting (XGBoost) as base learners, and Elastic Net as
a meta-learner, was trained and evaluated using cross-validation.
The evaluation outcomes demonstrated the ability of the proposed
framework to accurately estimate the amount of waste expected to
be generated for each printing run, by significantly outperforming
the rest of the benchmarking models.
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1 INTRODUCTION
The printing industry is one of the largest manufacturing indus-
tries in the world, with products ranging from packaging, flyers,
books, magazines and newspapers. The sector is a vital part of the
European economy, generating an annual turnover of around € 88
billion in EU GDP alone, while employing more than 770 thousand
workers [1].

Nevertheless, the industry is currently facing environmental and
economic challenges, whichmay have a negative impact on demand
and consequently to the sectors economy. Particularly, the process
of producing quality printing products, is highly complex and has
extensive environmental impacts, since it requires the extensive
use of raw materials (i.e., water, paper, ink and aluminum) and
chemicals that are causing major environmental degradation [2].

A widespread lithographic printing technique accommodating
many different types of printing jobs, is offset printing. Offset print-
ing utilizes rotating plates to repeatedly transfer ink onto a printing
substrate. The technique enables the production of large quantities,
as the variable production costs are deemed small compared to the
setup costs of the printing plates [3]. However, this method leads to
substantial paper waste, especially when the demand for a product
requires heterogeneous images on the same plate. In detail, paper is
almost always wasted during the press setup or in the final quality
control procedures, leaving thus no space for corrective actions [4]
[5].
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To account for the waste production, companies utilize addi-
tional paper for every printing process to successfully produce the
requested final product. Specifically, companies employ various
industry-standard mathematical formulae, to quantify the overall
paper waste. These formulae, calculate the amount of paper that is
going to be wasted during the production of a particular job, with re-
spect to the run length (i.e., the requested number of products) and
the printing characteristics (e.g., type, colors, etc.) [6]. Nevertheless,
these methods have been found to be too pessimistic than necessary,
increasing the environmental footprint of the companies, while also
not taking into account, variables such as the temperature or the
relative humidity that is found in the printing processes and can
greatly affect the quality of the final product. Moreover, due to their
pessimistic nature, a surplus quantity of paper is used, which in
the majority of the cases cannot be reused when returning from
production, thus draining a company’s both material and financial
resources. Therefore, a clear challenge lies in devising an effective
method, that accurately informs the manufacturing personnel of
the expected printing defects.

Nowadays, factory environments use IoT devices to extensively
monitor the production chain, creating massive amounts of data
[7]. These data can be utilized to increase the efficiency of the print-
ing processes, by Artificial Intelligence (AI) and Machine Learn-
ing (ML) techniques, facilitating the evolution of the industry [8].
Furthermore, the integration of AI/ML techniques in the manu-
facturing environments, has already proven to play a key role in
enabling optimization of processes in terms of automation, waste
reduction/prediction and product quality, towards Zero-Defect-
Manufacturing (ZDM) [9].

In this paper, we propose a stacking ensemble ML model for
waste prediction in Offset Printing, which aims to minimize the
unnecessary paper surplus methodology currently utilized by the
industry, making thus the printing manufacturing environment
more sustainable. In summary, the contributions of this paper in-
clude: i) a detailed explanation of existing state-of-the-art waste
prediction solutions and their drawbacks, ii) the exploitation of
historical knowledge extracted by an Offset printing environment
to obtain accurate prediction models and (iii) the proposition of a
stacking ensemble ML model, targeting at accurately proactively
predicting paper waste before printing jobs.

This paper is structured as follows. In Section 2, we describe
the related work of waste prediction and the use of ensemble ML
models. In Section 3, we suggest the details of the utilized dataset
and of the proposed stacking ensemble model. In Section 4, the
experimental results used to assess the performance of both the
base and the proposed models are presented. Finally, in Section 5
the results are summarized and discussed.

2 RELATEDWORK
Literature investigation reveals that parallel to the experimental
practices, mathematical models and different AI/ML approaches
have been developed to predict the generation of different types
of waste material. For instance, Samarin [6] developed the follow-
ing mathematical model to estimate paper waste in the sheetfed
printing process:

𝑛𝑤 = 𝑘 (𝑁𝑚 + 𝑝𝑝 × 𝑛)

where nw is the estimated number of waste sheets, k is the number
of job colors, n is the required quantity of printed sheets, Nm it
the waste sheet quantity required for makeready, and pp is the
percentage of waste expected during the press run.

In detail, the work of Samarin, is considered as one of the first
applications of waste prediction in the domain of Offset Printing.
However, a key issue of this proposed model is that the predicted
value, is directly proportional to the number of printed colors, lead-
ing to a significant overestimation of the waste quantity. Towards
the same aim, Hamerliński and Pyryev [6], developed the following
mathematical model, aiming to improve accuracy and reduce the
quantity of paper required for a particular print run. The proposed
model showcased a better accuracy compared to the model pro-
posed by Samarin, however it also leads to overestimation in terms
of the waste quantity, while it doesn’t take into consideration the
potential impact of temperature or humidity in during the press
run:

𝛿 = 𝐶1 × 𝑛𝐴 × 𝑁𝐵
𝑆 ×

(
𝑆𝑆

𝑆

)𝐶
× 𝑘𝐸 ×

(
𝑞

𝑞𝑆

)𝐻
×
(

𝐹𝑇

𝑆𝑞𝑆𝑑
2

)𝐼
where 𝛿 is the waste sheet coefficient (dimensionless) expressed as
a ratio of waste sheet quantity to the number of copies printed, C1,
A, B, ... J are constants, n is number of copies (print run length), NS
is number of pages in job, SS is page size, k is the number of colors,
d is the print speed, q is the paper grammage, S is the sheets size,
FT is the ink tank and qS is the ink consumption per area.

Subsequently, various methods based on statistical learning the-
ory have been also introduced. The key benefit of ML, is that it pro-
motes low-cost computing through algorithmic learning, without
the need of physical-based equations [10]. Based on these advan-
tages, different methods have been developed for different purposes
in the field of waste estimation. For example, in [11] the authors
used a Gradient Boosting model to accurately forecast the weekly
solid waste generation in New York City, while in [12], the authors
used Support Vector Machines (SVM) and Random Forest (RF), to
predict the municipal solid waste generation in different areas. Fur-
thermore, towards that direction, the authors in [13], trained several
ML models, including RF, Decision Trees (DT), SVM and Logistic
Regression (LR) to design an intelligent waste management system,
that enables the prediction of different types of wastes for smart
cities.

Another technique utilized by multiple authors currently, is En-
semble learning, which is defined as a technique of combining sev-
eral weak base models instead of using a single “powerful” model,
in order to make accurate predictions. In [14], the authors proposed
a two-level stacking heterogeneous ensemble algorithm, combining
RF, SVM and CatBoosting. The final two-level stacking ensem-
ble model showed significant improvements in terms of accuracy
against the individual base models, while it also reduced biases.

As today’s problems become more and more challenging, differ-
ent approaches have proved their capabilities in several domains.
During the last decades, several attempts have been made to ac-
curately estimate the generation of waste, mainly focusing on SW
forecasting, however, to the best of our knowledge, there has been
no approach that distills the knowledge coming from the printing
industry to proactively predict the wasted resources before a press
run using ML.
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Table 1: Parameters used to train and test the ML models

Parameter Description

Unique Order ID (UO_ID) Unique identifier ranging from 1 to 10000
Quality (Qual) Paper type requested in a particular order. Quality is a categorical variable that takes values ‘Velvet’,

‘Uncoated’ or ‘Illustration/Gloss’
Quantity (Quan) Number of pieces requested in a particular order
Type (T) The outcome type of a particular order. It is a categorical variable that takes values ‘Book’, ‘Poster’ or

‘Journal’.
Aluminium Plates (AL_P) Aluminium plates requirements of a particular order. It is a categorical variable that takes values ‘typical’

4-color printing, ‘4+1’ color printing or ‘grayscale’ printing
Ink Level Required (IR) The amount of ink required for the completion of the order (gr.)
Offset Paper (OP) The amount of paper used for the successful completion of a particular order
Machine (Mac) The ID of the machine that the particular order was forwarded for printing, ranging from 1 to 5
Humidity (H) Water vapor relative to air temperature
Temperature (Temp) Air temperature at the factory ranging from 292 to 298 Kelvin
Paper Waste (PW) The amount of paper wasted for each printing job

Table 2: Parameters and attributes for the input and target variables

Parameter Type Parameter Mean Standard Deviation Minimum Maximum

Input variables Quality 1.600 0.762 1 3
Quantity 2331.810 1319.671 206 9956
Type 2.0994 0.8309 1 3

Aluminium Plates 3.681 0.947 1 5
Ink Level Required 123.141 69.678 10.896 525.696

Offset Paper 2565.441 1451.634 227 10952
Machine 2.676 1.338 1 5
Humidity 55.007 3.391 45.070 69.940

Temperature 294.328 1.041 292.020 300.010
Target variable Paper Waste 463.835 270.093 37 2486

3 MATERIALS AND METHODS
3.1 Dataset Description
The original dataset consisted of features (i.e., order-specific) and
labels based on historical measurements from a 4-month period
(03/07/2022 - 31/10/2022) coming from Pressious Arvanitidis, an
Offset Printing manufacturer based in Greece. Each of the collected
parameters and features, follows the process of a particular printing
order (i.e., from the sales department to the quality assessment
department). The order and factory related characteristics used in
this paper are presented in Table 1.

Table 2 summarized the descriptive statistics of the independent
and dependent variables of the complete dataset.

3.2 Data Preprocessing
Data preprocessing was performed in order to facilitate the training
and testing processes of the ML models with high-quality data. To
convert categorical values into numerical values, the one-hot en-
coding technique was utilized and applied to all categorical features
in our original dataset.

Furthermore, to make the data measurements more symmetric
to a normal distribution, we used the Log Transformation. This

methodology, enables the data transformation to a range (0,1] with
the following equation:

𝑦′ = 𝑙𝑜𝑔10 (𝑦) /𝑙𝑜𝑔10 (𝑦max)

where ymax indicates the maximum value of the label.

3.3 Candidate Models
To create the proposed stacking ensemble learning framework,
five base ML models were trained, using the scikit learn pack-
age, including: i) Elastic Net (ENet), which is a penalized linear
regression model, ii) Support Vector Machine (SVM), which uses
an 𝜖-insensitive tube to allow for more flexibility in errors, iii) Ker-
nel Ridge Regression (KRR), which is identical to SVM, with the
exception that it doesn’t ignore errors smaller than 𝜖 , iv) Extreme
Gradient Boosting (XGBoost), which provides parallel tree boosting
and v) LightGBM, which is a gradient boosting framework that uses
tree-based learning algorithms.

To evaluate the performance of the base models and find the suit-
able hyperparameters, the dataset was randomly divided into two
subsets, a training dataset (90%) and a testing dataset (10%). Table 3
shows the ML models and their hyperparameter that provided the
best cross-validation scores.
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Table 3: Base ML models and their hyperparameter settings

ML Models Hyperparameters Values

ENet alpha 0.00001
l1_ratio 1
max_iter 50000

random_state 1
KRR alpha 0.6

kernel polynomial
degree 2
coef0 2.5

SVM kernel poly
coef0 0.5

XGBoost colsample_bytree 0.65
gamma 0.01

learning_rate 0.05
max_depth 3
n_estimators 200
reg_alpha 0.464
reg_lambda 0.857
subsample 0.55
nthread -1

LightGBM objective regression
num_leaves 2
learning_rate 0.05
n_estimators 1000

bagging_fraction 0.76
bagging_freq 5

feature_fraction 0.2319
feature_fraction_seed 9

bagging_seed 9
min_data_in_leaf 9

min_sum_hessian_in_leaf 11

3.4 Proposed Stacking Ensemble Learning
Framework

To implement the proposed stacking, the following four steps were
used:

Step 1: During the first step, a five-fold cross-validation technique
was used to evaluate the performance of the ML models. As a result,
SVM, KRR and XGB were selected as base learners.

Step 2: After the selection of the base models, the out-of-fold
predictions from the training set were used as a new feature together
with the average value of predictions coming from the testing set.
The new features were then merged with the existing datasets.

Step 3: During the third step, a meta-learner was selected (ENet),
which was trained and evaluated using the new generated datasets.

Step 4: Finally, the stacked meta-learner regressor is combined
with the XGB model to accurately predict the paper waste genera-
tion for each printing run.

The proposed architecture of the stacking ensemble learning
framework is showcased in Figure 1.

Table 4: Overall comparison of the proposed candidate mod-
els in terms of RMSLE

Models RMSLE

ENet 0.1244
KRR 0.1234
SVM 0.1237
XGB 0.1249

LightGBM 0.1317
Proposed Model 0.1180

3.5 Evaluation
We used 5-fold cross-validation to compare the performance of
the candidate regression models by using the Root Mean Squared
Logarithmic Error (RMSLE), calculated as [15]:

𝑅𝑀𝑆𝐿𝐸 =

√√
1
𝑛

𝑛∑︁
𝑖=1

(log (𝑝𝑖 + 1) − log (𝑎𝑖 + 1))2

where the natural logarithms are considered. In this equation, pi
and ai are the predicted and actual values for data instance i, re-
spectively.

4 RESULTS
Figure 2 shows the comparison of the frequency histograms and the
quantile–quantile (Q–Q) plots of the PW and the log-transformed
PW data, indicating that the log transformation tended to make the
distribution more symmetric and normal.

While table 4 shows the overall cross-validation results (RMSLE)
calculated by the candidate models and the proposed framework.
The results demonstrate that the values of RMSE are almost con-
stant for the ENet, KRR, SVM and XGBmodels, while the LightGBM
model showed to be affected greatly by the larger penalty for un-
derestimation of the RMSLE evaluation. Furthermore, the proposed
stacking ensemble learning model, outperformed the base models,
indicating that the framework is superior to single ML models.

5 CONCLUSSIONS
Printing environments are characterized by high uncertainty, and
therefore, defects are an unavoidable and common phenomenon.
These defects can have a severe impact on many levels, ranging
from a direct economic loss to the environmental impact of wasted
resources.

In this study, we proposed a stacking ensemble learning frame-
work to improve predictions of paper waste in Offset Printing envi-
ronments, to minimize the unnecessary paper surplus methodology
currently utilized by the industry and make the manufacturing pro-
cesses more sustainable. The two-layer stacking ensemble frame-
work, consisting of the SVM, KRR, and XGB models as the first
layer and an Elastic Net model as the second layer, was generated
based on a dataset from an Offset Printing company. Overall, the
novel stacking ensemble learning model outperformed the base
models in terms of the RMSLE on the validation set, confirming
it can provide accurate estimations against other state-of-the-art
models.
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Figure 1: Proposed stacking model architecture.

Figure 2: Frequency histograms and Q–Q plots of the original PW data and the log-transformed PW data.

Regarding the practical implications of the findings of this study,
the adoption of the proposed framework is envisioned to facilitate
the evolution of the industrial premises of Offset Printing manufac-
turers, assisting them to adopt Industry 4.0 principles, by moving
their production chains from the state of ex post management to the
state of ex ante prediction of resource management. Furthermore,
the accurate estimations of paper waste, will also have a positive

environmental impact on printing manufacturers, enabling efficient
production and significant reduction of operating expenses.

Finally, unlike other previous studies that used only homoge-
neous ensembles or simple weighted average models, to the best
of our knowledge, ours is the first study to explore the estimation
of waste generation using ML in Offset Printing. In future work,
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the proposed methodology can be further extended to predict ad-
ditional raw materials, such as ink, water, and aluminum that are
also consumed during each print run.
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