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ABSTRACT
Deep learning-based recommendation algorithms have recently at-
tracted attention due to their effectiveness at processing big data.
Methods based on the variational autoencoder (VAE) are particu-
larly promising thanks to their advantage with the data sparsity
problem in recommendation tasks. However, because user traits
affect the preference of recommended items, to improve the per-
formance of VAE-based recommendation methods, it is necessary
to carefully consider user traits. In this paper, we propose amethod
that conditions the VAEwith user trait labels for switching the dis-
tributions of a generative model of latent variables. Experiments
on a music recommendation task demonstrate that utilizing user
trait labels estimated from tweet history leads to an improved per-
formance and that the distribution can be changed depending on
the individual traits of users.
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1 INTRODUCTION
When using item recommendation systems, it is important to esti-
mate user preferences accurately by considering the preferences of
similar users through processes such as collaborative filtering [1,
10]. In addition, personalized recommendation is typically needed
in order to fully satisfy all users [5, 6, 11, 21]. For that purpose, it
is necessary to consider user traits, because user traits affect the
preference of items [2]. Prior studies on music recommendation
tasks have shown that the most desirable recommended item will
differ depending on the user traits [3, 7, 18] and that user traits
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Table 1: “BigFive” traits represented as OCEAN.
Trait Abbreviation

Openness to experience ope
Conscientiousness con

Extroversion ext
Agreeableness agr
Neuroticism neu

significantly affect the performance of the recommendation sys-
tem [16]. In the field of personality research, various types of user
traits have been proposed [4, 17, 22], and the most widely utilized
of which is the set of OCEAN traits known as “BigFive” (listed in
Table 1) [4, 17]. Traits can be inferred from social media [8, 9] and
then analyzed for making better recommendations [15]. For ex-
ample, for users with low ope, it is preferable to recommend items
similar to their previously selected items, but for users with high
ope, it makes more sense to recommend unknown items from var-
ious genres. Users with high agr tend to select popular items [3].

Recommendation algorithms based on deep learning have re-
cently been attracting interest [10, 14, 19, 23], including methods
based on the use of a denoising autoencoder (DAE) [23]. How-
ever, due to the data sparsity problem in recommendation tasks,
the DAE tends to be overfitted. To avoid overfitting, multDAE uti-
lizes a multinomial distribution for sampling latent variables [14].
In addition, the variational autoencoder (VAE), which assumes a
generative model of latent variables [13] has been more effective
for recommendation tasks [14, 19], andMultVAE, which assumes a
multinomial distribution for a generative model, has outperformed
the conventional DAE [14].

However, because user traits are different from user to user, the
distributions of a VAE’s generative model will be also different
from user to user and heavily dependent on the individual user
traits. We therefore propose a method called conditional MultVAE
(MultCVAE) in which we condition MultVAE on the basis of user
trait labels in order to properly consider the traits of users for per-
sonalized recommendation. This represents the first study to uti-
lize user traits for conditioning of VAE for recommendation tasks,
although conditional VAE [20] has previously been implemented
in recommendation tasks while taking users’ activity history into
account [12]. In this paper, we investigate the effectiveness of our
proposed method on a music recommendation task with user trait
labels (BigFive traits) [16] estimated from tweet history [9].

2 DAE, MULTDAE, AND MULTVAE
In this section, we provide a brief overview of MultDAE and Mult-
VAE [14], which we utilize as baselines. Figure 1 shows the struc-
tures of DAE and VAE. DAE converts the input 𝒙𝑢 ∈ N𝐼 into 𝑀-
dimensional latent variables 𝒛𝑢 ∈ R𝑀 by encoder 𝜙 , where 𝒙𝑢 is
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Figure 1: Denoising autoencoder (MultDAE) and variational
autoencoder (MultVAE) for recommendation task.
the click history or listening history of a user𝑢 and is a sparse vec-
tor whose dimensions are equal to the number of items 𝐼 . For the
items users clicked on or listened to, the corresponding part of 𝒙𝑢
is one. From now,𝑢 is omitted for simplicity. Decoder 𝜃 obtains the
output 𝒙′ that reproduces its input 𝒙 . To improve the robustness of
conversion, noise 𝜖 is added to DAE. DAE is optimized bymaximiz-
ing the objective function L, which is a negative reconstruction
error between the inputs and outputs, as L(𝒙 ;𝜃, 𝜙) = −||𝒙 − 𝒙′ | |2 .
For training, all of 𝒙 is used. For testing, after a part of 𝒙 is masked
and then input to the autoencoder and to generate recommenda-
tion lists 𝒙′, the masked parts of the recommendation results are
used for evaluation. MultDAE is a variant of DAE that samples
𝑀-dimensional latent variables from a standard Gaussian prior to
produce a probability distribution 𝑝 over 𝐼 items [14]. MultDAE is
optmized by maximizing its likelihood L as

L(𝒙 ;𝜃, 𝜙) = log𝑝𝜃 (𝒙 |𝑔𝜙 (𝒙)), (1)

where 𝑔 is a non-linear function of the model.
On the other hand, VAE does not directly produce latent vari-

ables 𝒛 but estimates the mean 𝝁 and variance 𝝈2 of a generative
model before latent variables are drawn from an assumed gen-
erative model by using a reparametrization trick [13]. MultVAE
[14] assumes its generative model as a multinomial distribution.
When VAE is trained, the objectives are also a maximization of
data likelihood 𝑝 (𝒙) but the processing is quite difficult. As an al-
ternate, evidence lower bound (ELBO) is maximized by using ap-
proximate posterior distributions 𝑞𝜙 [13]. The objective function
L to be maximized is the weighted sum of a negative reconstruc-
tion error term and a regularization term by the Kullback Leibler
(KL) divergence with a weight parameter 𝛽 .

L(𝒙 ;𝜃, 𝜙) = E𝑞𝜙 (𝒛 |𝒙 ) [log𝑝𝜃 (𝒙 |𝒛)] − 𝛽𝐾𝐿
(
𝑞𝜙 (𝒛 |𝒙) | |𝑝 (𝒛)

)
. (2)

3 PROPOSED METHOD (MULTCDAE AND
MULTCVAE)

In conventional methods, generated recommendation lists 𝒙′ re-
flect all user preferences in training data, because all training data
are equally used for model training. This degrades the recommen-
dation performance and leads to the need for personalization, as
the training data include preferences of users who have different
traits from a target user.

Figure 2 shows the structures of the proposed method, which is
an extension of the MultDAE and MultVAE in Fig. 1. In the pro-
posed method, we condition encoder 𝜙 and decoder 𝜃 on the ba-
sis of user trait labels 𝒚. This emphasizes the preferences of users
whose traits are similar to those of a target user for inferring a rec-
ommendation list 𝒙′. For the encoders, labels 𝒚 are concatenated

Figure 2: Proposed conditional autoencoders (MultCDAE
and MultCVAE).

with low-dimensional hidden variables that are converted from the
input 𝒙 by fully-connected layers. For the decoders, labels 𝒚 are
concatenated with latent variables 𝒛 and then input. This condi-
tioning can be introduced to both VAE and DAE. For MultDAE,
the objective function L is modified as

L(𝒙 ;𝜃, 𝜙,𝒚) = log 𝑝𝜃 (𝒙 |𝑔𝜙 (𝒙 |𝒚),𝒚) . (3)

For MultVAE, the objective function L is modified as
L(𝒙 ;𝜃, 𝜙,𝒚) = E𝑞𝜙 (𝒛 |𝒙,𝒚 ) [log𝑝𝜃 (𝒙 |𝒛,𝒚)]

− 𝛽𝐾𝐿
(
𝑞𝜙 (𝒛 |𝒙,𝒚) | |𝑝 (𝒛 |𝒚)

)
.

(4)

We propose three types of labels 𝒚 for the conditioning: vec,
pos-neg, and one-hot. The BigFive traits are analyzed to obtain the
corresponding five-dimensional real-valued scores for each user 𝑢
as 𝒕𝑢 = [𝒕𝑢 [1], 𝒕𝑢 [2], ..., 𝒕𝑢 [5]] ∈ R5.

Real-valued vector of BigFive score (vec). The first one is the most
straightforward feature, which directly uses the BigFive scores as
input.

𝒚𝑢 = 𝒕𝑢 . (5)

Binary label of positive and negative (pos-neg). The second one
is a binarized label (positive and negative) for each trait. After cal-
culating the median of the BigFive scores for each trait 𝑗 , users
whose scores are higher than the median are set to positive and
otherwise to negative, as

𝒚𝑢 [ 𝑗] =
{
1 if 𝒕𝑢 [ 𝑗] ≥ median([𝒕1 [ 𝑗], ..., 𝒕𝑈 [ 𝑗]])
0 if 𝒕𝑢 [ 𝑗] < median( [𝒕1 [ 𝑗], ..., 𝒕𝑈 [ 𝑗]])

, (6)

where the number of users is𝑈 .

One-hot vector of index that takes the maximum of BigFive scores
(one-hot). The third label is a one-hot version of the second one.
The most dominant trait is represented by a one-hot vector as

𝒚𝑢 [ 𝑗] =
{
1 if argmax𝑗 ′ (𝒕𝑢 [ 𝑗 ′]) = 𝑗

0 if argmax𝑗 ′ (𝒕𝑢 [ 𝑗 ′]) ≠ 𝑗
. (7)

4 EXPERIMENTS
4.1 Experimental conditions
We evaluated the performance of our method on a music recom-
mendation dataset1 that contains user trait labels [16]. The dataset
consists of 15,753 tracks including 395,056 listening events. A lis-
tening track list by user 𝑢, 𝒙𝑢 , is a binarized vector whose di-
mension 𝐼 is 15,753. For all 18,310 users, the dataset provides five-
dimensional real-valued scores 𝒕𝑢 that represent the strength of

1https://github.com/CPJKU/pers_bias
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each BigFive trait. The number of users whose dominant traits are
ope, con, ext, agr, and neu are 9100, 686, 1259, 1600, and 5665, re-
spectively. Users’ listening lists were obtained from tweets with
the “#nowplaying” tag [24], and user traits were estimated from
their 1,000 most recent tweets (excluding retweets) using the IBM
personality Insight API. Data were split into training (80%) and
testing (20%) by using the provided code1 with seed 2034976. For
each trait, positive and negative users were evenly split, i.e., train-
ing and testing data included an almost equal number of positive
and negative users. Three types of test data were prepared in ac-
cordance with the procedure of the paper [16]: all users, positive
users, and negative users.

For MultDAE and MultVAE, both encoders 𝜙 had two fully-
connected layers. After the input vector 𝒙 was reduced to the 600-
dimensional hidden variables, 200(= 𝑀)-dimensional latent vari-
ables 𝒛 were obtained. Encoders 𝜙 and decoders 𝜃 had symmetric
structures (15,753→600→200→600→15,753). The proposed Mult-
DAE andMultCVAE conditioned encoders𝜙 by concatenating above
600-dimensional variables with label 𝒚 and conditioned decoders
𝜃 by concatenating latent variables 𝒛 with label𝒚, after the embed-
ding layer converted the label𝒚 to a 20-dimensional, 2-dimensional,
or 5-dimensional real-valued embedded vector for vec, pos-neg,
or one-hot, respectively. We implemented CVAE with reference to
[20] and publicly available codes2. Hyperparameters were set ac-
cording to [14]. After training for 50 epochs, the best model was
selected for testing on the basis of 𝑁𝐷𝐶𝐺@50 of the validation
data. We compared another VAE-based method, RecVAE [19], for
reference, which was implemented on the basis of publicly avail-
able codes3 4.

Measurement indices were 𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 and 𝑁𝐷𝐶𝐺@𝐾 , as shown
in Eq. (8) and (10), respectively. Here, rel(𝑖) is an indicator function,
which takes onewhen the user selects an item 𝑖 and otherwise zero.
Recall is the ratio of cases where rel is one among𝐾 recommended
items.

𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 =
1
𝐾

𝐾∑
𝑖=1

rel(𝑖) (8)

DCG discounted items recommended to users according to the
rank of a recommendation list, where the rank is determined by
the number of plays.

𝐷𝐶𝐺@𝐾 =
𝐾∑
𝑖=1

rel(𝑖)
log2 (𝑖 + 1) (9)

𝑁𝐷𝐶𝐺@𝐾 measures the order correspondences between users’
listening lists and the lists output by the recommendation system
up to 𝐾 ranks. NDCG is a division of DCG by ideal DCG (IDCG).

𝑁𝐷𝐶𝐺@𝐾 =
𝐷𝐶𝐺@𝐾
𝐼𝐷𝐶𝐺@𝐾

(10)

4.2 Results and discussion
4.2.1 Evaluation on all users. Table 2 shows the𝑁𝐷𝐶𝐺@{50, 100}
and 𝑅𝑒𝑐𝑎𝑙𝑙@20 results evaluated on all users. As we can see, Mult-
DAE andMultVAE outperformed RecVAE,which demonstrates that
the assumption of a multinomial distribution is effective for this

2https://github.com/chendaichao/VAE-pytorch
3https://github.com/ilya-shenbin/RecVAE
4https://github.com/dawenl/vae_cf

Table 2: NDCG and recall evaluated on all users. A paired t-
test was performed and † indicates statistical significance at
𝛼 = 0.1 level, * at 𝛼 = 0.05 level, and ** at 𝛼 = 0.01 level.

RecVAE MultDAE MultCDAE MultVAE MultCVAE
vec vec pos-neg one-hot

NDCG@50
ope 0.0554 0.0611 0.0541 0.0610 0.0577 0.0629 0.0622
con 0.0566 0.0634 0.0589 0.0648 0.0679† 0.0682† 0.0673
ext 0.0610 0.0651 0.0611 0.0630 0.0616 0.0640 0.0660†
agr 0.0543 0.0599 0.0614 0.0599 0.0611 0.0638* 0.0626†
neu 0.0563 0.0624 0.0589 0.0601 0.0591 0.0575 0.0599
avg 0.0567 0.0624 0.0589 0.0618 0.0615 0.0633† 0.0636*

NDCG@100
ope 0.0673 0.0742 0.0668 0.0729 0.0686 0.0749 0.0740
con 0.0671 0.0768 0.0706 0.0767 0.0822** 0.0803† 0.0796†

ext 0.0720 0.0776 0.0732 0.0750 0.0736 0.0752 0.0782†
agr 0.0646 0.0734 0.0730 0.0722 0.0727 0.0768* 0.0747
neu 0.0663 0.0751 0.0709 0.0727 0.0704 0.0697 0.0729
avg 0.0675 0.0754 0.0709 0.0739 0.0735 0.0754† 0.0759*

Recall@20
ope 0.0696 0.0797 0.0690 0.0826 0.0777 0.0824 0.0770
con 0.0695 0.0772 0.0723 0.0802 0.0848 0.0880* 0.0834
ext 0.0760 0.0852 0.0742 0.0810 0.0801 0.0836 0.0816
agr 0.0707 0.0794 0.0826 0.0772 0.0810 0.0815 0.0787
neu 0.0702 0.0802 0.0728 0.0773 0.0758 0.0761 0.0745
avg 0.0712 0.0803 0.0742 0.0797 0.0799 0.0823† 0.0790

task. MultCDAE did not improve the performance of MultDAE but
MultCVAE improved MultVAE5. This indicates that conditioning
is effective for VAE because it is necessary to switch the distribu-
tion for each trait rather than simply concatenating the variables
with labels. In terms of NDCG, on average, MultCVAE with the
pos-neg label and one-hot outperformedMultVAE, which is signif-
icant and demonstrates the effectiveness of our proposed method.
For all cases except two, one of the proposed methods performed
the best. In terms of recall, the average overall performance was
improved by using pos-neg labels. The performance of recall was
not necessarily improved, because the optimal model was selected
on the basis of 𝑁𝐷𝐶𝐺@50.

4.2.2 Evaluation on users who have positive and negative traits.
Next, we evaluated the same models on only the positive users
whose BigFive scores were more than the median (i.e., almost half
of the users) for each trait. Table 3 lists the results for this case. In
general, compared with the case of all users in Table 2, for ope the
performance was worse, for con and ext, the performance was sim-
ilar, and for agr and neu and in average, the performance was bet-
ter. In this case, the proposed method improved the performance.
Except for one case, the performance of the proposed method was
best, which is a similar trend to the results in 4.2.1. In this case, all
types of labels were effective.

Table 4 shows the results for the negative users. In this case,
MultDAE was better than MultVAE because the negative users in-
clude users with mixed traits who have different distributions, and
it is not suitable for MultVAE without conditioning. The proposed

5Results of MultCDAE with pos-neg or one-hot were omitted for space.
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Table 3: NDCG and recall evaluated on users whose traits are
positive.

RecVAE MultDAE MultCDAE MultVAE MultCVAE
vec vec pos-neg one-hot

NDCG@50
ope 0.0490 0.0538 0.0485 0.0540 0.0510 0.0564 0.0574
con 0.0538 0.0602 0.0564 0.0652 0.0702† 0.0675 0.0647
ext 0.0607 0.0630 0.0625 0.0639 0.0656 0.0639 0.0641
agr 0.0570 0.0641 0.0604 0.0643 0.0656 0.0681† 0.0669
neu 0.0673 0.0706 0.0686 0.0697 0.0695 0.0654 0.0706
avg 0.0576 0.0623 0.0593 0.0634 0.0644 0.0643 0.0647

NDCG@100
ope 0.0602 0.0657 0.0596 0.0650 0.0609 0.0681 0.0690†
con 0.0644 0.0734 0.0674 0.0764 0.0840* 0.0796 0.0771
ext 0.0712 0.0744 0.0737 0.0743 0.0765 0.0753 0.0763
agr 0.0673 0.0769 0.0726 0.0763 0.0783 0.0820* 0.0796
neu 0.0768 0.0843 0.0810 0.0820 0.0814 0.0782 0.0838
avg 0.0680 0.0749 0.0709 0.0748 0.0762 0.0766† 0.0772*

Recall@20
ope 0.0588 0.0705 0.0591 0.0713 0.0714 0.0729 0.0703
con 0.0659 0.0718 0.0719 0.0776 0.0887* 0.0830 0.0835
ext 0.0755 0.0860 0.0786 0.0773 0.0868* 0.0827 0.0826
agr 0.0770 0.0870 0.0772 0.0832 0.0857 0.0879 0.0861
neu 0.0844 0.0898 0.0841 0.0892 0.0896 0.0846 0.0866
avg 0.0723 0.0810 0.0742 0.0797 0.0844* 0.0822 0.0818

Table 4: NDCG and recall evaluated on users whose traits are
negative.

RecVAE MultDAE MultCDAE MultVAE MultCVAE
vec vec pos-neg one-hot
NDCG@50

ope 0.0619 0.0684 0.0597 0.0679 0.0645 0.0694 0.0669
con 0.0593 0.0666 0.0615 0.0644 0.0656 0.0689 0.0700*
ext 0.0612 0.0672 0.0598 0.0621 0.0577 0.0641 0.0679*
agr 0.0516 0.0557 0.0625* 0.0554 0.0565 0.0596† 0.0583
neu 0.0453 0.0542 0.0492 0.0505 0.0487 0.0496 0.0492
avg 0.0559 0.0624 0.0585 0.0601 0.0586 0.0623† 0.0625*

NDCG@100
ope 0.0744 0.0827 0.0741 0.0808 0.0762 0.0818 0.0790
con 0.0698 0.0801 0.0737 0.0771 0.0803 0.0809 0.0821*
ext 0.0727 0.0808 0.0728 0.0757 0.0707 0.0751 0.0801†
agr 0.0619 0.0699 0.0734 0.0681 0.0671 0.0717 0.0698
neu 0.0559 0.0658 0.0609 0.0633 0.0594 0.0613 0.0619
avg 0.0669 0.0759 0.0710 0.0730 0.0707 0.0742 0.0746

Recall@20
ope 0.0804 0.0890 0.0790 0.0939 0.0839 0.0918 0.0837
con 0.0730 0.0827 0.0726 0.0829 0.0808 0.0930† 0.0834
ext 0.0765 0.0844 0.0697 0.0848 0.0734 0.0845 0.0805
agr 0.0644 0.0719 0.0879* 0.0712 0.0763 0.0750 0.0714
neu 0.0561 0.0706 0.0615 0.0654 0.0621 0.0676 0.0625
avg 0.0701 0.0797 0.0741 0.0796 0.0753 0.0824 0.0763

method using pos-neg and one-hot labels improved the perfor-
mance of MultVAE because it can reduce this influence and gave a
consistent improvement for MultVAE.

4.2.3 Distribution of latent variables of MultCVAE. Figure 3 shows
the probability density function of 𝝁 at node 100 of the hidden layer
of MultCVAE with one-hot labels. It was difficult to see the differ-
ence between traits from the raw histograms, so we fit Gaussian

Figure 3: Probability density function of 𝝁 at nodes 100 de-
pendent on user traits.

Figure 4: Probability density function of 𝝁 averaged over
samples dependent on user traits.

mixture models and drew their probability density functions. All
the peaks of distributions took positive (non-zero) values and the
variances were different from trait to trait, which demonstrates
that the distributions were dependent on the traits.

Figure 4 shows the probability density function of 𝝁 of each
node averaged over all test samples. Gaussianmixturemodels were
also fitted. As we can see, the variance of agr was larger than the
others, the peaks were dependent on each trait, and there were two
peaks for con. The shapes of the distributions are clearly different
from trait to trait, which demonstrates the importance of switching
distributions for user traits by conditioning.

5 CONCLUSION
To consider user traits for item recommendation task, we proposed
a conditional MultVAE that conditions the MultVAE on the basis
of user trait labels. We adopted five traits of the BigFive (OCEAN)
for the user traits and introduced three types of labels: real-valued
BigFive scores, binary labels of positive and negative, and one-hot
index of the maximumBigFive scores. Experiments on amusic rec-
ommendation task showed that both binary labels and the one-
hot index were effective, which demonstrates that the proposed
method that considers user traits is better than the conventional
method that does not. We also found that the distribution of the
generative model was dependent on user traits and clarified the
importance of switching distributions by conditioning. Since the
proposed framework is general and can be applied to other tasks,
our future work will investigate the effectiveness of the proposed
method on other tasks.
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