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Abstr act

T hispaper givesan insght onhowtouse bigdataanalyticsfor developing effective hedth recommendation engine by analyzing multi structured
healthcaredata Evidence-based medicineisapowerful tool to hdp minimizetreament variationand unexpeded costs. L arge amount of hedlthcare
datasuch asPhysician notes, medical history, medicd prescription, laband scan reportsgenerated isuselessuntil thereisaproper methodto prooes
thisdatainteractivelyin real-time. Inthisworldfilledwith thelatest technology, healthcare professiondsfeel more comfortabletoutilizethe social
network totreat ther paientseffectively. Toachievethiswe need an effective framework whichiscapable of handlinglarge amount of structured,
unstructured patient data and live streaming data about the patients from their social network activities.

Apache Sark playsan effectiverolein makingmeaningful analysison the large amount of healthcare data generated with the help of machine
learning componentsand in-memory computations supported by spark. Healthcare recommendation engine can be developed to predict about the
health condition by analyzing patient’s life style, physical health factors, mental health factors and their social network activities.

Machinelearningagorithmsplaysan essential rolein providing patient centric treatments. Bayesan methods is becoming popular in medical
research dueitseffectivenessin making better predictions.For exanple ontrainingthe model with theage of womenand diabetesconditionhelpsto

predict the chances of getting diabetesfor new women patientswithout detailed diagnoss.
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1. Introduction

In today’s digital world people are proneto many health issues due
tothesedentary life-style. The cost of medical treatmentsalso
keeps on increasing. It’s theresponsibility of the government to
provide an effedivehealth care sysemwithminimized cost. T his
can beachievedby providing patient centric treatments. More cost
spent on hedthcaresystems can be avoided by adopting big data
analyticsintopractice™. It helpstoprevent lot of money spent on
ineffective drugs and medical procedures by making useful
analysison the large amount of complex data generated by the
healthcare systems. There are aso challengesimposed on the
growing healthcare data. It’s important to figure out how the big
dataanalyticscan be used in handling the large amount of multi
structured healthcare data

What isthe need for predictive analytics in
healthcar e?

To improve the quality of healthcare, it’s essential to use big data
analyticsin healthcare.

Datageneratedby the healthcare industry increases day by day.
Big dataanalyticssysemwithspark helpsto perform predictive
analyticsonthe patient data®. Thishelpsto alarm the patient
about the healthrisksearlier. It also supportsphysicianstoprovide
effectivetreatments to their patients by monitoring the patient’s
health condition in rea-time. Diagnoss can be improved by
uwtilizing the expert recommendations from medical forums.
Customizedtreatment can be achieved with the help of big data
analytics, which helps in improving the quality of healthcare
services. It aso helpsto alarm government about the seasonal
diseasethat may occur in particular locality due to the changein
weather condition.

2. BigData Use Cases for Healthcare

Many organizaionsarefiguring out how to harness big data and
rb\lnlnp Ar\fimd\lnincighftfnr rr_\r::'r{ir'-tir\ghn:alfh risksheforeitcan
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occur. Park isextremely fast in processinglarge amount of multi-
sructured healthcare datasets, asit offersability to perform in-
memory computations. T hishelpstoprocessdatal00times faster
than traditional map-reduce. Spark’s support for lambda
architectureallowsto perform both batchandreal time processing.

2.1 Data Integration from Multiple sources

Sark supportsfogcomputingwhich dealswith Internet of T hings
(10T). It helpsto collect data from different healthcare data
sourcessuch as Electronic Health Record(EHR), Wearable health
devicessuch asFithit, user’s medical data search pattern in social
networksand health datawhich isalready stored in HDFS®), Data
is collected from different sources and inadequate data can be
removed by the filter transformation supported by spark.

2.2 High per for mance batch processing

computation and Iterative processing
Fark isreally fast in performing computationson large amount of
healthcare data set. It ispossble by the distributed in-memory
computations performed as different clusers. Genomics
researchers are now able to align chemical compoundsto 300
million ' DNA pairs within fewhours using the Spark’s Resilient
Distributed Dataset (RDD) transformations®. It can be processed
iteratively then.

2.3 Predictive Analytics Using Spark Streaming
Spark streaming components such as MLib helps to perform
predictive analytics on healthcare data using machine learning
agorithm "%, |t helps to perform real-time analyticson data
generated by wearable health devices. It generatesdata such as
weight, BP, respiratory rate ECG and blood glucose levels.
Analyss can be performed on these data usng k-clustering
algorithms. It will intimateany critical health condition before it
could happen.

Thebelowfigurerepresent proposed big data healthcareecosygem
using Apache Spark and Hadoop.

Apache Spark’s RDD based computations is extremely fast in
processing largeamount of data Real time streamingdatafrom
social networking sitescan be processed effectively. Mlib—Sak’s
in-built library supportsmachinelearningwhich isessential for
designing health recommender systems. Predictionand
Recommendation component are built usngmachinelearning
algorithm.
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Fig. 1. ApacheSpark Healthcare Ecosy stem with Hadoop

3. Designing Healthcare Recommendati on
System

A hedth recommender sysem (HRS suggests medica

information which is meant to be highly relevant to the

advancement in

Medical treatment associated with the patient history.

HRSprovide physicians, staff, paientsandother individuals with
knowledge and patient-centricinformation, intelligently filtered
and presented at appropriate times, to enhance quality of hedlthcare
services. Common features of HRSsystemsincludes providing
patient oriented guidance such asclinical information, integrating
datafrom varioussources(such aslabreports, medicaionhistory,
imaging, wearable sensors, social mediasites, healthforums) into
CDS(Clinical diagnosissystem) application and provide relevant
recommendationssuch aslist of diagnoss, druginteraction alerts,
preventative care alerts, suggesting patient centrichealthinsurance
plans, sendingalerts about the hospital transportation required,
sendingalertsto patientsabout follow-ups, diet recommendations,
Refilling medicines etc.

Based on user’s medical expertise an HRS should suggest medical
information, which is relevant to that user. Depending on the
expertise of a HRS user, at least two separate use cases can be
defined as follows:

1. UsecaseA =Health professonal asend-user
Inthisscenarioan HRSisused by a health professional to retrieve
relevant information for acertain case. For example, existing
clinical diagnoss, Clinical pathway or research articlesfrom hedth
forumscan be computed autométically. Thisform of case-related
information enrichment might support aphysicianwith the proces
of clinical diagnostics as latest research results can be used for
treatment decison support. Inaddition, nave-friendly documents
can aso be retrieved for the purpose supplying high quality
informationtopatientsin order to cope with a certain disease or
adapt hisor her lifestyle hahits.
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2. UsecasB = Patient asend-user

In this scenario a patient interacts with a HRS-enabled PHR
without direct support by aphysician. HRScomputesuser -friendly
content accordingtothe person'scase history. The relevant items
are recommended to the user. By selecting the highest ranking
content apatient isempowered in terms of health information.

3.1 PHR Enhanced with HRS

A PHR (Patient hedth record) isan electronicapplication through
which patientscanaccessandsharethdr health information in a
private, secure and confidential environment . §ystem isuseful
only if it givesvaluableinsghtsfromthe user healthhistory. PHR
enhanced with health recommendation component provides
relevantinformation to the users based on their needs. It will be
valuable add on to theexisting healthcare system which suggests
personalized or case based health recommendations.

Health Recommender Systemscan assist itsusersin variousstages
inthecareprocess, from preventive care through diagnosis and
treat ment tomonitoringandfollow-up. Themost common use of
HRS s for addressing clinical needs, such as ensuring accurate
diagnoses, screeningin atimdy mannerfor preventable diseases,
suggesting appropriate health insurance plans, aternative
medicines, drug dosage recommendationsor alerting adverse drug
events.

4, Healthcare Recommender System Framewor k

Healthcare recommender systemisrepresented by prediction and
recommendation. It depends on a set of patients’ case history,
expert rulesand social mediadatatotrainandbuildamodel thatis
able to predict and recommend disease risk, diagnosis and
aternative medicines. Predictions and recommendations are
approved by physicians. HRSsystem reguiresinput informéionto
generate predictionsandrecommendations. In thiswork diabetes
datais used as case study.

Training Data

Pileof historical medical recordsof diabetic patients(935records)
hasbeen collected from hospitals. T he collected data records are
represented by anumber of attributes, valuesand doctorsdiagnoss
for each case. Diagnosis scale ranges from 1 to 10 based on the
severity of thedisease, 5-representscriticd condition, 4-represents
severerequiresimmediatetreatment, and 3-represents moderate
requiresfurther investigation, 2-represents normal, 1-represents
within control.

Demographic data of active patient

It refers tothe user’s data such as: name, age, location, education
level, wearable device, lifestyle, food habits and type of
connectivity.

Medical Case History of Diabetes Patient:
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It compriseshometest detailssuch asblood sugar, blood pressure,
weight. Diagnosisdatacomprises of physician notes, lab resuits,
andmedications. Diabetesdatasetiscollectedfrom KN specialty
clinic and also downloaded from UCI repository.

The output of the system is

Prediction and recommendation: prediction is expressed as a
numerical valuethat representsthe disease risk diagnosisfor futue
casesbased on active patients. Recommendation is expressed as
the suggestion required by the users. For example non heathcare
professional might berequiringalternative remedies for treating
diabetes. Healthcare professonals may be looking for disease
diagnosis methods based on patient similarity.

4.1 Building the Predictive Model

Data Preprocessing

Feature selection methods can be used to identify and remove
irrelevant andredundant attributesfromdatatha do not contribute
to the accuracy of a predictive model.

Datafiltering is essential to avoid the creation of ambiguous or
inappropriate models and improve the learning model
performance. In our system, the diabetes dataset isfiltered by
determiningtherelevant featuresthrough InfoGainAttributeEval
Attribute Selection method, furthermore, the data is aso
transformed to a form appropriate the classification.

4.2 Classification using Bayesian Networ k

Bayesian methodshave become increasingly popular in medical
research due its effectiveness in making better predictions.
Diabetesisachronic conditionthat occurswhen the body cannot
produce enough or cannot effectively use insulin ™

Diabetes can mainly be of 3 types Type-1 diabetes, Type-2
diabetes and Gestational diabetes. Type-1 diabetesresultsfrom
non-production of insulin & Type-2 diabetes results from
development of resistance of insulin, as a result of which the
insulin produced is not able to metabolize the sugar levels
properly. Bayesian classifier isusedto predict diabetes accurately
even with lessamounts of training data.

Naive Bayes is consdered to be one of the most efficient and
effectiveinductivelearningalgorithms for machine learning and
datamining®. Bayesianstaisticsallow one to make an estimate
about thelikelihood of aclaim andthen updatethese estimates as
new evidence becomes available.

In Bayes probahility of ahypothesisisobtained by multiplyingthe
prior probability with the strength of the new data. T he new,
updated probability iscalledthe posterior probability, or just ‘the
pogterior'. Thisisthe sum total of probabilities of all possble
relevant hypotheses.

T he posterior then becomes the new prior and the process may
repeat. Let'sconsider howwe can put Bayes Theoremtopractical
usein everyday medical decison making.
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1. Forexamplel out of 1000 peoplediein diabetesit is known
asthe prior data.
Prior Probability = 1/1000 = 0.001

2. Anothe test result indicatesthat there are10%false positive
result-indicates people who does not die due to diabetes
10%* 1000 = 100 false positives

3. On an average, people 101 test postive for death dueto
diabetesout of 1000 people(1truepostive-1 diein accident
and 100 false positive- who have diabetes but does not die)

4. Therefore 1 diesdueto diabetes out of 101 people.

Without the Bayesian perspective, these 101 people will likely all
become convinced that they will die dueto diabetes. Bayesan
satistics allows to get clearer perspective about test results by
combining prior knowledge with new data and updating our
postion.

Baye’s theorem is represented by the below formula:

P(H/D) =  P(D/H)*P(H)

)
[P(D/H)* P(H)] + [P(D/Ho)* P(Ho)]

P(H/D) isthe probahility of the hypothesis(H) given thedata (D),
P(D/H) isthe probability of the data (D) giventhe hypothesis (H),

P(H) isthe probability of the Hypothesispriortothe newdata (d
calledthe" prior probahility” orjust the"prior), and P(Ho) isthe
null hypothesis.

Combiningbackground knowiedge and evidence derived from ceta
and missingdatacan be handled both in the construction process
andin using aBayesian network model. Expert systems based on
Bayesian networkshave theadvantegesof aformal mathematical
foundation, relative computational tractability, and a graphical
representation for presentation to an expert.

4.3 Parameters used in Estimation

Dataset of 1000 cases was prepared by collecting the data
randomly fromdifferent groupsof the society withan aimto have
avariety in the dataset. Tomaintainaccuracy andto avoid errors,
data was preprocessed carefully.

the user
Drinking Drinking habits of | Yesor No
the user
Lifegyle Lifestyleof the user Active, Moderate,
Sedentary
EatingHabits Foodhahitsof the Healthy Foods, Junk
user foods
Frequent Urination habitsof Frequent or Normal
Urination theuser
Increased Thirst | Urgetodrink more Yesor No
than usual
Fatigue Doestheuser feel Yesor No
fatigue often?
BlurredVision Doyouhaveblurred | Yesor No
vison?
Waist Sze Waigt sizeof theuser | Discretelnteger
ininches Values
Gegtational Doyouhave Yesor No
Diabetes gestationd diabetes?
Polycystic Doyouhave Yesor No
ovaries polycystic ovaries?
Fasting Plasma Values of Fasting Discrete I nteger
Glucose PlasmaGucose Values
Casual Glucose Values of Random Discretelnteger
Tolerance Glucose tolerance Values
test
Expert Rules

Fasting Plasma Glucose and Casual Glucose T olerance T est

No Diabetes Range

If youhad afasting plasma glucose test, a level between 70 and
100 mg/dL (3.9 and 5.6 mmol/L) is consdered normal.

Attributes Description Values used
Age Age of the user Discrete Integer
Values
Sex Male or Female Male or Female
BMI Body Mass Index | Discrete Integer
(Height to weight | Values
ratio)
Family History Any family member | Yesor No
of the subject is
suffering/ was
suffering from
diabetes.
Smoking Smoking habits of | Yesor No

If youhadacasual glucose tolerancetest, anormal result depends
onwhen youlast ate. Most of thetime, theblood glucoselevel will
be below 125 mg/dL

If your HBA1C test valuesisbelow 97 mg/dL then itsnormal.

Pre-diabetes Range

If your Fasting PlasmaGlucosetest ranges between 100 mg/dl to
125 mg/dl

If your Casual Glucose test ranges between 140 mg/dl to 199
mg/dl

If your HBA1C test values ranges between 97-154 mg/dL

Diabetes Range

If your Fasting Plasma Glucose test is 126 mg/dl or higher
If your Casual Gucose test rangesis 200 mg/d or higher
If your HBA1C test valuesisgreater than 180 mg/dL

Table 1. Life Syle Based Analytics-Diabetes Profiling
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Age 40 40 1tol

Vehicle Type Cycle Mini Van 1to 10

Fast Food Rarely Frequent 1to 40

Hobbies Active Reading 1to 80
Outdoor

Thistable describes about lifestyle based diabetesrisk.

5. Implementation

Data from various sources combined with powerful learning
algorithms and domain knowledge led to meaningful insights.
Supervised pattern classfication isthe task of training a model
based on labeledtrainingdatawhich then can be used to assign a
pre-defined classlabel to newobjects. Naive Bayes classfiers are
linear classfiersbased on Bayes theorem. Based on the
conditional independencethe presence of featuresareindependent
of each other ™2, Individual probahility for all the features are
calculatedandclassfiedinto 3 classes: Diabetic, Pre-diabetic and
No diabetic.

Individual probabilityiscomputedfor all the featuresto classify
the case as diabetic, pre-diabetic and no diabetes.
P(Diabetic="Yes’) given “Casual Glucose Tolerance Test” =
‘Value from Test Data’ and “Increased Blurred Vision”=‘Value
from Test Data’ .P(Diabetic="No’) given “Casual Glucose
Tolerance Test”= ‘Value from Test Data’ and “Increased Blurred
Vision”=*Value from Test Data’. Similarly the probabilities of all
the features are calculated. T o deal with the condition of zero
probability values for unknown features Laplace snoothingis
used. By calculating individual probability values, the test data
gets classfied into one of the three categories-Pre-Diabetic,
Diabetic or Not Diabetic. The development of the system isdone
using Apache Sark and Python.

Table 2. Diabetes Classification using Naive Bayes Algorithm

Accuracy iscaculated as= (TP+TN) / (P+N) (2)
P=TP+FNN=TN+FP

Truepositive(TP) - arethepositive data set that were correctly
labeledby theclassfier. If the outcomefromaprediction isp and
theactual valueisalso p, thenit iscalledatrue postive (TP)[5].
Truenegative (TN) — are the data set predicted correctly for no
diabetes. It isrepresented by TN.
Falsepostive— arethedata set predicted incorrectly for having
diabetes. It isrepresented by FP.
False negative — are the data set predicted incorrectly for no
diabetes. It isrepresented by FN.

Table 3. Number of Health Records

Number of Training Records 650

Number of Test Records 250

Class Entries Percentage of Persons
Pre-Diabetic 288 32
Diabetes 225 25
No Diabetes 387 43

This table describes about the results obtained after applying
Bayesian network

51 Confusion Matrix

Confusion matrix givesacompletepicture of howyour classfie is
performing™. It hdpsto get apicture of what your classification
model is getting right and what types of errorsit is making.
Classification accuracy istheratioof correct predictionsto total
predictions made.
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TP=100 FN=34 TN=70 FP=46
Accuracy=170/134+116 = 0.68

52 Building the Recommendation Model

Hybrid Recommender System

Medical expert systemsareabranch of artificial intelligence that
applies reasoning methods and domain specific knowledge to
suggest recommendationslike human experts!®. Toenablereliable
andfast decision making process, medical expert knowledge needs
to be converted to a knowledge based system. Knowledge based
systemisnot sufficient to suggest reliable recommendationsdueto
thelimitationsin updating expert rules based on the population
studiesandlimited persondization. Datadrivenapproaches apply
datamining and machine learning methodsto extract insightsfrom
the heterogeneousdatal?. It providesindividual recommendations
based on the past learning experience and the patterns extracted
from clinical data. Combination of information retrieval and
machinelearning can be usedfor medical database classfication.

Thebelowfigurerepresentsthe source of Hybrid healthcare

recommender system.
Knowledge Sources
] \ 1
Content individual Social
Ly Vier Qpbnon Pea Dputastl
Usawr Demographics
Content hwa erass ——— Medical Forug

Fig. 2. Sourcesof Hybrid Recommender System

53 Typesof Filtering
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Collaborativefilteringisthe most common technique used by the
recommender systems, in which the products are suggested to the
user on the basis of users or items smilarity. Correlations or
smilaritiesbetween usersor itemsare calculated using K -Nearest
Neighbor agorithm. Neighbor item ratings are combined to
generate recommendations for the active user on unvisited or
unrated items!”.

Content based filtering suggest sthe recommendationsbased on the
user profile. For example type 2 diabetes diagnoss
recommendations are suggested by keywords from patient case
history !, Theimportance of wordsin the patient health profilecan
be evaluated using different weighted measure techniques, such as
(a) Term Freguency/Inverse Document Frequency (TFIDF), (b)
Bayesan classfiers, (c) clustering, and (d) Decison Trees
(DT)[7]. For new users with few preferences, elicitation based
recommendation method is used.

Domain ontologiesare usedto extract semantic information about
items used in collaborative filtering algorithms and structured
objectsin medical websites as semantic entities. Ontologies are
esential in healthcare domain asit helpsto categorize disease,
symptoms, medications, procedures, health insurance and so on.

To provide personaized heathcare recommendations, we
proposed social profile enhanced recommendations based on the
following criteria: (1) users with similar health concerns rate
similar healthcare products, service, medication, home remedies
andso on (2) userswho liked similar healthcare-rdateditemstend
to like the same item in the future.

54 Social profile enhanced recommendation

In this approach profile smilarity is computed based on the
following:

1. Hedlth Profile smilarity

2. Patient behavior smilarity.

Health profile information describesthe patient age, location,
gender and health-related concerns. Patient behavior smilarity
describesabout the medical information accessed, hedthcaresodd
network actions, linksaccessed by user, user tagged by friendsto
health information, user’s subscription to healthcare groups®.
Combination of case based similarity and social health profile
smilarity iscomputed. If thevdue exceedsthethresholdthen the
recommendation isgiven to the user.

55 Computing Case Based Similarities

Hybrid filtering approach is used to improve the accuracy of
recommendations. Rule based filtering isused to filter profiles
initially basedon theuser queries. Case based filteringisusedto
extract smilar profiles based on patient health history. Case
smilaritiesare computed based on the KNN algorithm. Highest
smilarity score is suggested as recommendation.

New casesinput to the HRSare compared with the existing case
library. If therearenoidenticd cases, HRSsearchesfor the next

smilar cases. Case smilarity is computed by KNN weighted
average.

A weighted K-NN performsan evduationontheattributes of the
insances. Each attribute is evaluated to obtain aweight value
based on howuseful thisattributeisfor correctly identifying the
classes of the dataset.

Smilarity between casesis measured by the set of independent
attributes. Attribute smilarity isdetermined by the healthcare
subject matter expert and stored as guiding rules. Smilarity is
measured by the numbers0 or 1. Zero representsattributes are
highly dissmilar and Onerepresents attributes are likely smilar.
Importance of the attribute ismeasured as 1 —lowimportance or 5-
high importance.

Thebelow figure represents hybrid case based reasoning model:

Rule based methodsare usedfor initial filteringwhich filterscases
based on the expert rules.

Casebased filtering isused to extract smilar cases based on the
similarities between their attributes.
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Fig 3. Hybrid Case Based Reasoning M odel

The equation for computing smilarity usng KNN weighted
average algorithm isrepresented as follows:
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[1/ Z?(Ip *Ap)] * Zg(lx *Ax) 3

I and I x representstheimportance of attribut es.

Arand Ax representsthesimilarity scoresbetween attributes

Tabl e 4. Case Smilarity between attributes

Trust-aware recommender systems can be built by suggesting
recommendationsfromtrustable sourcessuch assitesapproved by
Health on Net authority (HON)

6. Conclusion & Future Work:

In thiswork boththe prediction and recommendationsystemin the
context of diabeteswasstudied. Prediction isdoneusing Bayesan
classfier. Healthcare recommender systems are important as
peopleuse social network to know about their health condition.
Accuracy of the prediction is measured usng confuson matrix.

Recommender systems outcomes are recommending diagnosis,
Features | Casel Case2 Case3 New Case | Similarifga|th insurance, clinicd pathway based treatment methods and
Score gternative medicines to users based on their health profile
smflarity with others. Hybrid Recommender system filtering
Age 36 25 35 27 Casel vgpproach followed is —Content filtering, Rule based and Case
new filtering algorithms was used. Further study on using
CaseD.giﬁnrativefiltering—social profile enhanced recommendation
Sex Mae Female Male Male techique will be considered to improve the accuracy of
Case Pre- Type2 Type2 Pre- Case2 veecgmmendations. Reliahility and security of social heath
history diabetes diabetes | diabetes diabetes new infgrmationwill be considered. Datafromwearable device such as
case:0.65thit will be consdered for improving the prediction and
Lifestyle | Moderate | Sedentary | No Little recommendation performance.
Exercisng Exercise Exercise
Other Obese Fatigue Depresson, | Overweigt | Case3vs
Health Fatigue New ReElerences
concerns caxe:0.37 | 1. Edwin Morely, Big Data Healthcare, IEEE explore
discussion paper, 2013
T histable showsthesimilarity betweenexistingand new cases. 2. Keith, Nitesh, Scaling Personalized Healthcarewith Big
Data, International big data analytics conferencein
Similarity (New Case, Case 1) Sngapore, 2014
=1/17 * [(1*0.8) + (1*1.0) + (5*0.9) + (5*0.9) + (5*0.9)] 3. Cilcia Pinto, A Sark Based Workflow For
=1/17* (0.8 +1.0 + 45+ 4.5 + 4.5) Probabiligtic Linkage Of Heathcare Data, Brazilian
=0.89 Research Council White Paper, 2013
4.  Abid Sarwar, Vinod Sharma, Intelligent Naive Bayes
Similarity (New Case, Case 2) ApproachtoDiagnaose Diabetes Type-2,ICNICT 2012
=1/17 * [(1¥1.0) + (1*0) + (5*0.7) + (5% 0.6) + (5*0.7)] 5. M. Kamranl, A. Javed, A Qurvey of Recommender
=1/17* (1.0+0+35+3.0+3.5) Systemsand T heir Applicationin Healthcare, Technicd
=0.65 Journal, University of Engineering and T echnology
(UET) Taxila, 2015
6. Punam Bedi, T rust based Recommender Systemforthe
Similarity (New Case, Case 3) Semantic Web, International Joint conferences on
=1/17 * [(1*0.8) + (1*0) + (5*0.9) + (5+0.2) + (5*0)] Artificial Intelligence,2014
=1/17* (0.8+0+4.5+1.0+0) 7. Martin Wiesner and Daniel Pfeifer, Heath
=0.37 Recommender Systems. Concepts, Requirements,
T echnical Basicsand Challenges, | ntemational Journal
Smilarity computation determineswhich case can be suggested as of Environmental Research and Public Health, 2014
recommendation, high similarity score is suggested as solution. 8.  A.Felfernig, R.Bruke, Constraint-based Recommender
Based on the abovecomputation, the systemwill choose case 1 as Sstems: Technologies and Research Issues, ICEC,
the suggestion for the new case (0.89 > 0.65 > 0.37). 2008
9.  Vladimir Hahanov, Volodymyr MizBig Data Driven
Can we trust recommendations? Healthcare Services and Wearables, CADSM 2015
Massof unreliable, redundant information on the websitesmakesit 10.  JArchenaaDr EA.Mary Anita, Interactive Big Data
hard to use the information for health decision making'®. It is Management in Healthcare Using Spark, Springer Snat
necessary topresenta solution that user can “trust” to information Innovation series 2016
and knowledge that retrieve from recommender systems. 11. https//mediineplus.gov/ency/article/003482.htm
12. http://sebastianraschka.conVArticles’2014 naive_bayes
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