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Zusammenfassung 
 
Das Projekt FAIR-Data Spaces konzentriert sich auf den Aufbau von auffindbaren, zugänglichen, 
interoperablen und wiederverwendbaren cloudbasierten Datenräumen in Zusammenarbeit von 
Wissenschaft und Wirtschaft, indem es Gaia-X und NFDI zusammenbringt. 

Der Aufbau eines solchen Datenraums wäre jedoch unzureichend, wenn sich die Daten 
Wissenschaftler/innen, die ihn aufbauen, nicht über die ethischen, rechtlichen und gesellschaftlichen 
Aspekte (Ethical Legal and Societal Aspects-ELSA) ihrer Arbeit im Klaren wären. Daher gibt es neben 
den Anwendungssoftware-Demonstratoren des FAIR-Data Spaces Projekts noch ein weiteres 
Vorhaben: die Entwicklung eines ELSA-Lehrplans für Datenwissenschaftler/innen im Rahmen des AP 
4.5 ELSA Training für Data Scientists. 

In diesem Bericht stellen wir die erste Version des oben genannten Curriculums vor und zeigen, wie 
die Software Demonstratoren, die im Rahmen des Projekts als FAIR-Data Spaces-Demonstratoren 
entwickelt werden, als Anwendungsfälle für das Unterrichtsprogramm eingesetzt werden können, 
das auf dem Curriculum basieren wird. 

Um das Curriculum zu entwickeln, folgten wir dem in (Taba 1962) beschriebenen Prozess: Diagnose 
des Bedarfs, Formulierung der Lernziele, Auswahl der Inhalte, Organisation der Inhalte 

Auswahl der Lernerfahrungen, Organisation der Lernerfahrungen, Festlegung der zu bewertenden 
Inhalte und der Mittel und Wege, dies zu tun. 

Der Bericht ist in drei Sektionen gegliedert: die Beschreibung des Curriculums mit Untersektionen, 
die den oben beschriebenen Schritten entsprechen; die Präsentation der FAIR-Data Spaces-
Demonstratoren als Use Cases für das Curriculum; Schlussfolgerungen und indikatives 
Schulungsmaterial als Anhang. 

Wir begannen mit der Erstellung des Curriculums, indem wir eine Bedarfsdiagnose erstellten; dies 
geschah im ersten Projektjahr durch eine Landschaftsbeschreibung, die auf einer Literaturrecherche 
und einer Reihe von Workshops in der Gemeinde basierte. 

Die wichtigsten Erkenntnisse aus der Bedarfdiagnose waren: 

• Das universitäre Angebot an ELSA-Kursen ist nicht ausreichend 

• Datenwissenschaftler/innen sind der Meinung, dass die sozialen Auswirkungen von 
Verzerrungen in Daten und Modellen und die Beeinträchtigung der Privatsphäre des 
Einzelnen die größten Probleme der Datenwissenschaft sind. 

• - Was das Profil der Datenwissenschaftler/innen angeht, so sind die meisten von ihnen 
männlich, relativ jung und haben einen akademischen Abschluss 

•  Es gibt jedoch auch eine beträchtliche Anzahl von Personen, die keinen Abschluss haben, 
und diese Zahl steigt mit den Jahren, da es andere Möglichkeiten gibt, technische Fähigkeiten 
und Erfahrungen zu erwerben (z. B. Online-Kurse), und ein Abschluss keine Voraussetzung für 
den Einstieg in die Datenwissenschaft ist. 

Anhand dieser Erkenntnisse wurden die Zielfächer für den Lehrplan festgelegt und seine Vision und 
Lernziele bestimmt, nämlich dass Datenwissenschaftler/innen in der Lage sein sollten: 
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1. Ethische, rechtliche und gesellschaftliche Aspekte ihrer Arbeit zu erkennen (Awareness). 

2.  Eine gemeinsame Sprache mit den zuständigen Fachleuten zu sprechen, um gemeinsam 
nach geeigneten Lösungen zu suchen (Kommunikationsfähigkeit). 

3. ELSA in den Data-Science-Workflow einzubinden und nicht als Hindernis oder überflüssiges 
Artefakt zu betrachten, sondern als integralen Bestandteil des Data-Science-
Projektlebenszyklus (Aufbau einer professionellen Mentalität). 

Der letzte Punkt führte zur Verwendung des CRISP-DM-Modells als Grundlage für den Aufbau des 
Lehrplans. CRoss - Industry Standard Process for Data Mining - ist ein nicht-proprietäres, frei 
verfügbares Data-Mining-Modell, das unabhängig von einem bestimmten Tool oder einer 
bestimmten Anwendung ist. Sein Ziel ist es, Best Practices zu fördern und Organisationen die Struktur 
zu bieten, die sie für die Umsetzung von Data-Mining-Projekten benötigen. CRISP-DM gliedert den 
Data-Mining-Prozess in sechs Phasen: Geschäftsverständnis, Datenverständnis, Datenaufbereitung, 
Modellierung, Bewertung und Einsatz (business understanding, data understanding, data 
preparation, modelling, evaluation, and deployment) (Shearer 2000) 

Die Gründe, die für diese Wahl sprechen, können wie folgt genannt werden: 

1. Es ist bekannt und wird häufig in Data-Science-Projekten verwendet. 

2. Es wurde bereits verwendet, um ethische und rechtliche Fragen zu den verschiedenen 
Phasen des Modells darzustellen und Rahmenwerke zu entwickeln, die die Anwendung 
ethischer Standards bei der Entwicklung von Data-Science-Projekten gewährleisten. 

3. Für ein Projekt wie FAIR Data Spaces, das auf die Zusammenarbeit zwischen Forschung und 
Industrie abzielt, ist die Tatsache, dass es hauptsächlich von der Industrie entwickelt wurde, 
ebenfalls relevant 

 

Die Struktur des Curriculums hat eine vertikale und eine horizontale Unterteilung. Die vertikale 
Gliederung besteht aus Modulen, die den CRISP-DM-Phasen entsprechen, während die horizontale 
Gliederung aus Wissensteilen besteht, die zu drei phasenübergreifenden Bereichen gehören, nämlich 
ethische und gesellschaftliche, rechtliche und technische Wissensteilen. 

Ethische und gesellschaftliche Wissensteile: 

Ethische und gesellschaftliche Aspekte der Datenwissenschaft reichen von der Identifizierung der 
Stakeholder als jede Gruppe oder Einzelperson, die sich auf das Erreichen der Lernziele auswirkt oder 
davon betroffen ist, über die Einbeziehung von Gemeinschaftswerten in die eigene Arbeit, die 
Vermeidung von Diskriminierung von Einzelpersonen oder Gruppen (insbesondere von gefährdeten 
Gruppen), ethisches Dumping, die Berücksichtigung der Umweltauswirkungen der 
datenwissenschaftlichen Anwendungen bis hin zur Übernahme von Verantwortung und 
Rechenschaftspflicht für die eigenen Entscheidungen und Handlungen. 

Rechtliche Wissensteile: 

Das Lernziel dieser Einheiten ist es, Datenwissenschaftler/innen bei der Bewältigung rechtlicher 
Probleme zu unterstützen, mit denen sie bei ihrer Arbeit konfrontiert werden könnten. Wir zielen 
nicht darauf ab, sie in die Lage zu versetzen, diese Probleme selbst zu lösen, eine Aufgabe, die bereits 
hochspezialisiertes Wissen von Domänenexperten/innen erfordert. 

Das Lernziel in Bezug auf Datenwissenschaftler ist ein dreifaches: 
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1. sie für die rechtlichen Fragen zu sensibilisieren, mit denen sie im Laufe ihrer Arbeit 
höchstwahrscheinlich konfrontiert werden 

2. ihnen einen Überblick über die grundlegenden rechtlichen Konzepte zu geben, die sie zum 
Verständnis der oben genannten Fragen benötigen 

3. ihnen das Vokabular an die Hand zu geben, das sie benötigen, um effektiv mit den Fachleuten (z.B. 
Rechtswissenschaftlern/innen) zu kommunizieren, mit denen sie bei der Lösung dieser Probleme 
zusammenarbeiten müssen. 

Technischer Wissensteile:  

Diese Einheiten befassen sich mit der technischen Umsetzung rechtlicher oder ethischer Desiderate 
wie dem Datenschutz, der Erkennung von Verzerrungen durch Daten und Algorithmen und 
Strategien zur Milderung dieser Verzerrungen, der Integration von Fairness, Effektivität und 
Erklärbarkeit in die Bewertung eines datenwissenschaftlichen Projekts, der Bereitstellung und 
Überwachung außerhalb von Experimentier- und Testumgebungen. Das Curriculum wird keine 
spezifische technische Schulung zu diesen Themen anbieten, sondern vielmehr anhand von 
Anwendungsfällen veranschaulichen, wie technische Lösungen eingesetzt werden können. 

Die Gründe dafür sind unter anderem die Tatsache, dass jeder Anwendungsbereich spezifische 
Techniken erfordert und dass Themen wie Sicherheit, Datenverschlüsselung, Datenintegrität, 
Authentifizierung, gegnerische Angriffe usw. in der Regel in speziellen Kursen während des Studiums 
oder in der Praxis der Datenwissenschaft behandelt werden. 

Bei der Umsetzung des Curriculums stellt sich die Frage nach der Dauer und der Form des 
Programms. Insbesondere die Frage, wie viel Zeit für jedes Modul zur Verfügung steht und ob dies 
entweder über einen längeren Zeitraum (z.B. einige Stunden pro Woche) oder in einer intensiven 
einwöchigen Sommerschule, in Form einer Reihe von Workshops usw. geschehen kann. 

Dies hängt auch mit dem Wissensstand und den Bedürfnissen der Zielgruppe zusammen. Das 
Curriculum richtet sich in erster Linie an Anfänge unter den Datenwissenschaftlern, die sozusagen 
aus der Vogelperspektive einen Einblick in einige der ELSA-Herausforderungen erhalten, denen sie 
bei ihrer Arbeit begegnen könnten. In diesem Fall könnte das Programm die Wissenslücke der 
fehlenden Universitätskurse ausfüllen. 

Es gibt jedoch noch eine andere Möglichkeit, das Curriculum zu implementieren: mit dem Lernziel, es 
an die berufliche Rolle der Teilnehmer/innen oder an die speziellen Anforderungen des 
Anwendungsbereichs anzupassen, oder beides. 

Dies kann durch die Erweiterung spezifischer Module geschehen, die sich im ersten Fall an 
Projektmanager oder Entwickler richten, im zweiten Fall durch die Anpassung des Inhalts an 
bestimmte Anwendungsbereiche, z.B. NLP, Image Processing oder das Gesundheitsbereich. 

Was die Unterrichtstechniken betrifft, so können diese von Vorlesungen, eingeladenen Vorträgen 
und Case Studies bis hin zu kooperativen Lerntechniken wie Studentenarbeitsgruppen und 
Rollenspielen oder praktischen Übungen reichen. Unsere Literaturrecherche hat jedoch ergeben, 
dass die effektivsten Mittel zur Vermittlung von Inhalten praktische Übungen und die Verwendung 
von Fallstudien sind. 

Die Teilnehmenden können anhand ihres Engagements in den verschiedenen Modulen bewertet 
werden, während die Programmbewertung durch Rückmeldungen sowohl der Teilnehmenden 
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als auch der Ausbilder darüber erfolgen kann, ob das Programm ihre Erwartungen erfüllt hat oder 
nicht. In diesem Sinne ist der beste Weg zur Evaluierung des Curriculums die Durchführung eines 
Pilotunterrichtsprogramms, gefolgt von einer detaillierten Evaluierung anhand von Bewertungsbögen 
der Teilnehmenden und TutorInnen oder von Interviews. Dies liegt  

jedoch nicht im Rahmen des FAIR Data Spaces Projekts. 

Die FAIR-Data Spaces Demonstratoren als Use Cases für das Curriculum 

Im Rahmen des FAIR Data Spaces Projekts werden drei Demonstratoren entwickelt: a. für einen 
Datenraum für Biodiversität, b. Qualitätssicherung von Forschungsdaten und c. 
plattformübergreifende Datenanalyse. Diese drei Demonstratoren werden als Use Cases für das ELSA 
Curriculum vorgeschlagen. Zu diesem Zweck haben wir Beiträge aus dem AP2-Arbeitspaket 
"Rechtliche und ethische Rahmenbedingungen" zur rechtlichen und ethischen Überprüfung der 
Demonstratoren verwendet. 

In Sektion 3 finden Sie eine kurze technische Beschreibung jedes Demonstrators mit einem 
Anwendungsszenario und den ethischen und rechtlichen Fragen, die in jedem dieser Demonstratoren 
zum Ausdruck kommen. Dazu gehören: der Schutz persönlicher Daten, der Schutz des Urheberrechts 
und des geistigen Eigentums, Fragen der Voreingenommenheit und der Diskriminierung sowie 
Fragen, die sich aus dem Datenaustausch zwischen Industrie und Wissenschaft ergeben, ein Thema, 
das für das FAIR Data Spaces Projekt von besonderer Bedeutung ist. 

Die zweite und finale Version des ELSA-Curriculums für Data Scientist wird als Bericht vorgelegt, 
nachdem wir das Feedback unserer Gaia-X-Industriepartner (und der gesamten Community) zur 
Nachhaltigkeit des Curriculums eingeholt haben. In dieser Version wird der Einsatz der FAIR Data 
Spaces-Demonstratoren als Anwendungsfälle aktualisiert werden, da mehr Input von den AP2-
Projektteilnehmern in Form von Projektleistungen zur Verfügung gestellt wird. 
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1 Introduction 
The FAIR-Data Spaces project focuses on building findable, accessible, interoperable, reusable cloud-
based Data Spaces with the cooperation of science and business by bringing together two initiatives, 
namely Gaia-X and NFDI.  

The construction of such a data space could not be adequate, if the data scientists who are actually 
building it would not be aware of the Ethical, Legal and Societal Aspects (ELSA) of their work. Thus, in 
addition to the FAIR-Data Spaces project application software demonstrators, there is also another 
one, namely the development of an ELSA Curriculum for data scientists. 

In this report we present the first version of the above curriculum and how the software applications 
that are developed as FAIR-Data Spaces demonstrators within the project can be deployed as use 
cases for the instruction program that will be based on the Curriculum. 

In order to develop the curriculum development, we followed the process described in (Taba 1962): 

Step 1: Diagnosis of need 

Step 2: Formulation of objectives 

Step 3: Selection of content 

Step 4: Organization of content 

Step 5: Selection of learning experiences 

Step 6: Organization of learning experiences 

Step 7: Determination of what to evaluate and of the ways and means of doing it. 

The rest of the report is structured as follows: in section 2 we describe the need diagnosis which was 
performed during the first year of the project via landscape description based on literature review 
(described in the project deliverable “E4.5.1: Bewertung der bestehenden Ansätze”), and a series of 
community Workshops (cf. “E4.5.2: Workshop-Bericht”);then we go on to describe the curriculum 
vision and objectives, the selection and organisation of the contents, means of content delivery, and, 
finally, an evaluation approach. In section 3 we describe the FAIR-Data Spaces as Use Cases for the 
curriculum: first we offer a technical description for each demonstrator and then the ELSA issues that 
can be underlined in each case. 

Section 4 closes the report with conclusions and we also supply some indicative training material as 
an Appendix. 

2 ELSA Curriculum 
2.1 Need Diagnosis 
In the context of the FAIRData Spaces  project we have conducted a review of the existing landscape 
as described in the project deliverable “E4.5.1: Bewertung der bestehenden Ansätze”, also published 
as a report in the FAIR-DS Zenodo Community (Christoforaki 2021). There we reviewed the existing 
data science ethics courses in tertiary education and identified three major topic categories: 
computer science, professional and business skills, and ethical and legal topics. 

Additionally, in the Workshop Series reported in the project deliverable “E4.5.2: Workshop-Bericht”, 
we broadly sketched the profile of the data scientist based on the ideal one as described in the 
bibliography and the realistic one as painted by surveys (Christoforaki 2022) .  
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The main takeaways from both deliverables with respect to the need diagnosis were: 

• The review of the university study offers in the US, Europe as well as all over the world, 
revealed that few tertiary education institutes offer these kinds of courses (numbers vary 
between 15% and 34%, depending on the survey). 

• When the data science professionals were asked to point out which is the biggest problem in 
Data science/machine learning, the respondents identified firstly the social impacts caused 
by bias in data and models, followed by impacts to individual privacy. 

• Regarding the demographics, the surveys indicate that:  

o most of the data scientists are men (around 80%) and relatively young (aged 24-40) 

o over 2/3 have a higher degree 

o there is a significant number that has no degree and this number is increasing 
through the years, since there are other ways to build technical skills and experience 
(eg., online courses), and having a degree is not a prerequisite for getting started in 
data science.  

• The industry does not require that all data scientists have a relevant degree, a trend that is 
manifested by the influx of people transitioning from other disciplines to data science, as 
documented in the World Economic Forum of 2020 Future of Jobs report. 

As a result, regarding the profile of the data scientist we have to take into consideration that: 

1. There are two kinds of data scientists: one with experience and/or background studies 
in maths, statistics and visualisation techniques, and a second one, with computer science 
and programming skills, acquired either by working experience and or by studies in computer 
science/engineering. However, a more holistic approach may include people with social 
science research background knowledgeable in methods and possessing skills used in raising 
the appropriate questions and hypotheses, as well as ones with soft skills associated with 
communication and teamwork or having some domain knowledge and business and strategy 
competences. 

2. In the future, data scientists will not form a homogeneous group, such as being university 
graduates, which is the target group of today’s ethics curricula. They will also come from a 
variety of educational, social and national backgrounds, and quite a lot of them will land in 
data science following quasi-academic routes, especially when being employed in job 
positions with less demanding high-end knowledge or education. 

These two points guided the target subjects for the Curriculum, since it will have to face challenges 
that emanate from different educational needs. 

The Workshops also provided us with feedback regarding the curriculum content which was used in 
the preparation of this document. 

2.2 Curriculum Objectives and Vision 
The basic objectives of the ELSA Curriculum are that data scientists should be able to: 

1. Recognise Ethical Legal and Societal Aspects pertaining to their work (Awareness). 

 

https://www3.weforum.org/docs/WEF_Future_of_Jobs_2020.pdf
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2. Possess a common language with the relevant domain experts in order to cooperate to find 
appropriate solutions (Communication ability). 

3. Incorporate ELSA in the data science workflow and not be seen as an impediment or a 
superfluous artefact, rather than an integral part of the Data Science Project Lifecycle 
(Professional mentality building). 

2.3 General topics outline 
In order to achieve the above, data scientists should learn and be able to understand basic concepts 
belonging to other disciplines (law, ethics, and social sciences), as well as being aware of how the 
ELSA issues could be practically tackled via the use of specific frameworks, standards and techniques. 
Specifically, we propose three main area topics: 

Ethical and Societal Knowledge Units: Ethical and Societal aspects of data science range from 
incorporating community values to one’s work, averting discrimination against individuals or groups 
(especially vulnerable ones), taking into consideration the environmental impact of the data science 
applications, and assuming responsibility and being accountable for one’s decisions and actions.  

Business ethics, namely Professional ethics codes and codes of conduct, responsibility and 
accountability, leadership. 

We devise the content within the framework of the four + 1 ethical principles introduced by (Floridi 
et al. 2018):  the four bioethics principles, namely, Autonomy, Non-maleficence, Beneficence and 
Justice, and Transparency and their manifestation in data science projects. 

The bioethics principles as presented in (Beauchamp and Childress 2019) are rephrased and 
augmented by transparency in (Floridi et al. 2018) as follows: 

Autonomy in bioethics is connected liberty as independence from controlling influences, as agency as 
capacity for intentional action, so that an individual can act freely according to their own plan. 
Regarding Data Science application the focus is on the balance between decision making automation 
(what kind of decision can and should be made by either artificial agents or humans). 

Nonmaleficence in bioethics is the principle of not inflicting, preventing or removing harm, while in 
data science can be seen as the prevention of accidental or deliberate harms. 

Beneficence requires that not only we refrain from harming people but that we contribute to their 
welfare and regarding Data Science application that might also include promoting their well-being, 
preserving their dignity, and sustaining the planet. 

Justice can be interpreted in bioethics as fair, equitable, and appropriate treatment. Analogously, 
Data Science applications should promote prosperity and preserving solidarity by trying to correct 
past wrongs such as eliminating unfair discrimination; ensuring that the created benefits are shared 
or at least shareable and preventing the creation of new harms, such as the undermining of existing 
social structures 

Finally, transparency via explicability can make sure that the decision-making processing can be 
understood and held accountable. 

The original Bioethics principles and their Data Science counterparts are presented in  Table 1 
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Principle Bioethics (Beauchamp and 
Childress 2019) 

AI/DS (Floridi et al. 2018) 

Autonomy • act freely in 
accordance with a 
self-chosen plan 

• liberty 

• agency 

• contain the risk of delegating too much to 
machines 

• humans should always retain the power to 
decide which decisions to take 

Non-
maleficence 
 

• not inflict evil or 
harm 

• prevent evil or 
harm 

• remove evil or 
harm 

• prevent harms arising, whether from the 
intent of humans or the unpredicted 
behaviour of machines 

Beneficence  
 

• actively promote 
good 

• promote well-being 

• preserve dignity 

• sustain the planet 

Justice • fair, equitable, 
and appropriate 
treatment 

 

• Prevent/eliminate discrimination 

• equally shared benefits 

Explicability 
 

• understand and hold accountable the 
decision-making processes of AI 

Table 1. The principles of Bioethics and their AI renditions 

Legal Knowledge Units: The objective of these units is to help make data scientists cope with legal 
issues they might be facing in their course of work. The objective is not to make them able to solve 
these problems, which already demands highly specialised knowledge by domain experts, but to: 

 a. Make them aware of the legal issues they will most probably face during the course of their work 

 b. Give them an overview of the basic legal concepts they need to understand the above-mentioned 
issues and  

c. provide them with the vocabulary that they need in order to communicate effectively with the 
domain experts (such as legal scholars) who will be the ones that will provide the solution in each 
specific situation. 
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The main areas that will be covered are Data Protection (especially as demanded by GDPR) and 
Intellectual Property issues that relate to Data Science (e.g. the use of training data) as well as Basic 
legal terminology and concepts. 

Technical Renderings Knowledge Units: While technical solutions can be employed to comply with a 
wide variety of either ethical or legal demands, these units are not aiming to teach technical skills to 
data scientists. These skills may be covered in other specific courses during their studies or their 
practice and concern wider domains, for example, security issues, like encryption, data integrity, 
authentification, adversarial attacks, etc. 

They will rather deal with technical renderings of legal or ethical desiderata like privacy, data and 
algorithmic bias detection and mitigation strategies, incorporation of fairness, effectiveness and 
explainability in the evaluation of a data science project, deployment and monitoring outside 
experimental/testing environments. The Curriculum will not provide specific technical training 
regarding these issues, since each application domain might require specific techniques, it would 
rather illustrate the way technical solutions can be employed via use cases.  

 

2.4 Selection and Organisation of Content  
The basic premise of the curriculum proposal is that we base the whole training on the CRISP-DM 
Model as described in (Shearer 2000).  

The reasons that support this choice can be stated as follows: 

• It is well known and often used in data science projects. 

• It has been developed mainly by industry. This is an advantage for a project like FAIR Data 
Spaces, which aims at collaboration between research and industry 

• It is already used to present ethical and legal issues in the different phases of the model and 
to develop frameworks that ensure the application of ethical standards in the development 
of data science projects. Specifically, (Saltz and Dewar 2019) conducted a systematic 
literature review and mapped the main ethical themes that were identified to the various 
phases of the CRISP-DM model. This paper was used as a basis for this proposal.  

In the following subsections we present the CRISP-DM model and approaches to use it for mapping 
ELSA subjects as presented in the bibliography and were used as an inspiration for the formation of 
this curriculum 

2.4.1 The CRISP-DM Model 

The CRISP-DM (CRoss-Industry Standard Process for Data Mining), is a non-proprietary, documented, 
and freely available industry-, tool-, and application-neutral model data mining model developed by 
industry leaders with input from more than 200 data mining users and data mining tool and service 
providers. It encourages best practices and offers organisations the structure needed to realise 
better and faster results. CRISP-DM comprises six phases: business understanding, data 
understanding, data preparation, modelling, evaluation, and deployment, which provide a road map 
to follow while planning and carrying out a data mining project (Shearer 2000).  
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Figure 1. The CRISP-DM Model. Image by Kenneth Jensen CC BY-SA 3.0 
https://commons.wikimedia.org/wiki/File:CRISP-DM_Process_Diagram.png 

 

Figure 1 shows the phases of a data mining process. The arrows indicate the most important and 
frequent interactions and dependencies between the phases, while the outer circle symbolises the 
cyclical nature of the process itself. Figure 2 shows the steps included in each phase. 

 

https://creativecommons.org/licenses/by-sa/3.0/deed.en
https://commons.wikimedia.org/wiki/File:CRISP-DM_Process_Diagram.png
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Figure 2. Detailed description of CRISP-DM phases. Image by Nicole Leaper, CC BY-NC-ND 3.0 US, 
https://exde.wordpress.com/2009/03/13/a-visual-guide-to-crisp-dm-methodology/  

 

2.4.2 Mapping data science ethical considerations to the CRISP-DM model 
As mentioned above, the basic inspiration for the curriculum concept is (Saltz and Dewar 2019) 
where the authors perform a systematic literature review in order to map and describe the main 
ethical themes permeating data science. They go on to identify a possible structure to integrate 
these themes within a data science project, in order to help data scientists, cope more efficiently 
with the respective issues.  

Similar approaches were followed (among others) by (Morley et al. 2020)  who mapped to CRISP-DM 
existing Publicly Available AI Ethics Tools, Methods and Research to Translate Principles into 
Practices, i.e., moving from What to How, and  the Turing Institute’s Guide for the responsible design 
and implementation of AI systems in the public sector (Leslie 2019). The latter proposes an ethical 
platform for the responsible delivery of an AI project, focused primarily on CRISP-DM but it can also 
be applied on other related workflow models. These two papers were also taken into consideration 
in the Curriculum formation. 

(Saltz and Dewar 2019) codified their results in a framework to explore the key ethical considerations 
by phase of project as presented in Table 2. 

https://creativecommons.org/licenses/by-nc-nd/3.0/us/
https://exde.wordpress.com/2009/03/13/a-visual-guide-to-crisp-dm-methodology/
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While their research identified four key themes, i.e., the need for an ethics framework, the newness 
of the field, data related challenges and model related challenges, for our curriculum only two of 
them are important, namely Data and Model challenges.  

Data related challenges lead to the following ethical considerations: Privacy and anonymity, Data 
misuse, Data accuracy and validity. 

Model challenges lead to consideration about personal and group harm (e.g., discrimination resulting 
from algorithmic bias) and subjective model design (e.g. The use of data points as proxies for missing 
facts) and model misuse and misinterpretation stemming from the statistical nature of predictive 
models and various degrees of transparency. 

Regarding the mapping of the ethical considerations to the CRISP-DM model the authors found no 
ethical theme related to the business understanding phase, since this phase (focused mainly on 
accountability), presents no opportune subjects for paper exploring new ethical issues relating to 
data science. Hence, they propose two ethical new considerations, i.e., two ethical new 
considerations and team accountability. 

Data related challenges map to the data understanding and data preparation phases, and the model 
related challenges map to the modelling, evaluation and deployment phases. 

Based on this initial mapping we are going to structure the ELSA Curriculum along the above defined 
lines. 

 

Project phase Key ethical themes Ethical considerations 

Business understanding Project initiation/ 

management challenges 

Personal and group 

harm 

Team accountability 

Data understanding/ 

data preparation 

Data challenges Data misuse 

Data privacy & anonymity 

Data accuracy 

Modelling Model challenges Personal and group 

harm 

Evaluation 
 

Subjective model 

design 

Deployment 
 

Misuse/misinterpretation 
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Table 2. Framework to explore the key ethical considerations by phase of project (Saltz and Dewar 
2019)  

2.4.3 Organization of Content: ELSA Curriculum for Data Scientists Modules 
The curriculum structure has a vertical and a horizontal partition. 

The vertical one is expressed as modules that correspond to the CRISP-DM phases, while the 
horizontal one comprises knowledge units belonging to three strands that run through phases that 
correspond to the three topics areas detailed in 2.3 General topics outline.  

Figure 3. illustrates this vertical and horizontal partitioning. 

 

 

Figure 3.  Ethical and Societal, Legal and Technical Renderings Strands. With grey we denote the 
ethical/societal strand, with light blue the legal strand, with and deep blue the technical 
renderings of the ELSA challenges. 

The format followed for the description of each module is the following 

Module number and title: This always corresponds to a CRISP-DM model phase. 

Phase description: Detailed description of the CRISP-DM phase as presented in (Shearer 2000) (the 
CRISP-DM model refers to Data Mining we will replace this term with Data Science) 

Knowledge Unit (KU) number and title 

Description: Detailed description of content. 

Suggested activities: description of activities. 

Module I: Business understanding 
Phase description: This phase concerns understanding the project objectives from a business 
perspective and converting the problem to a data science problem, and devising the preliminary plan 
to achieve these objectives. (Saltz and Dewar 2019) identify the main ethical consideration for this 



 

18 
 

phase as personal and group harm, i.e., adverse impact of the application on individuals and/or 
groups, especially ones that are already disadvantaged and/or marginalised.  

KU I.1: Stakeholder identification 
Stakeholders are defined as any group or individual that affects or is affected by the achievement of 
the business objectives and their interactions with a corporation(Freeman 2010); these, depending 
on the specific application might include from shareholders and customers to the data scientist 
employed and the legal and HR departments or an organisation as well as marginalised groups and 
the physical environment. Students are presented with a Typology of stakeholders in Data Science/AI 
and explanation for each proposed type. 

Suggested activities: The students are given examples of data science problem formulation and are 
asked to provide the stakeholders according to the presented typologies and the way the application 
might cause them harm. They are encouraged to think outside the typology if their assessment does 
not fit in the provided types 

KU I.2: Incorporating community values 
Data science as a profession lacks a specific certification that comes with the respective fiduciary 
duties and accountability, However, a variety of national and international professional associations 
have issued professional codes that foster responsibility and advocate principles and values that can 
enable data scientists to see themselves as a part of a community with specific expectations. In 
Germany, these include the Gesellschaft Für Informatik and the KI Bundesverband. Additionally, 
there is the development of the so-called “-by design” guidelines and frameworks: Ethics, Privacy, 
Data Protection, etc. Students are introduced to these frameworks and guidelines and the respective 
duties they impose. 

Suggested activities: The students are given problems with ethical challenges and asked what their 
actions do before they are familiarised with the professional codes and then asked the same 
questions afterwards. They discuss whether being aware of the codes made any difference in their 
decisions and whether voluntary commitment to them is enough or other measures must be taken 

KU I.3: Organisational culture 
Organisational culture is an organisation’s systems, procedures, and practices for guiding and 
supporting ethical behaviour that clearly communicates the range of acceptable and unacceptable 
behaviours through leader role-modelling, reward systems, and rigorous code enforcement, and is 
associated with fewer unethical decisions. Organisations that foster a climate that encourages 
employees following rules that protect the company and others when coping with ethical challenges, 
are shown to be associated with fewer unethical decisions. 

Suggested activities: Case studies of companies where poor (or debatable) organisation culture has 
provoked controversial ethical decisions. 

KU I.4: Basic concepts 
In order to establish a communication channel with other domain experts, such as legal scholars, the 
data scientists should be familiar with a number of basic concepts used by the aforementioned 
experts. These include basic legal concepts, such as domains of law and specifically of cyberlaw, law 
stratification (e.g. national vs international and EU law, and how these relate), as well as concepts 
regarding accountability measures such as audit, impact assessment, compliance, risk assurance, etc. 
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Suggested activities: Case studies of data science applications where the manifestations of the above 
concepts are displayed. 

Module II: Data understanding 
This phase concerns data collection, exploration and quality verification, gaining insights 
and identifying possible issues. (Saltz and Dewar 2019) identify the same issues for this and the 
following phase (i.e., Data preprocessing), which they collectively name as data challenges and 
specify as Data misuse, privacy & anonymity, and accuracy. While this might be adequate for 
identifying the general issues, we follow a more detailed approach by creating two different 
modules. The reason for that is that there are a number of challenges that are to be faced before any 
preprocessing takes place and that has to be underlined in the curriculum. Additionally, this phase 
can alter the previous one of business understanding, since data understanding can alter the initial 
problem definition. A third reason is that it might be the case that phases 2 and 3 are not performed 
by the same people, as data scientists may be provided by already existing datasets and are not 
directly connected with dataset creation. This is relevant in the implementation of the curriculum, as 
it is stated in the section Implementation Strategies, as modules can be adapted to the target 
audience. 

That said, a variety of issues are indeed common in both phases and can be addressed in either or 
both of them, as time and purpose constraints vary. 

KU II.1: Data Protection 
Data protection content is framed in the GDPR context; however, the goal is not to create a GDPR 
tutorial but to create familiarisation with the basic concepts and processes that relate to it. 
Additionally, data protection issues span through all the CRISP-DM phases and the content may be 
overlapping or shifting from one phase into another depending on the implementation 
requirements.  

In this phase are presented basic concepts and issues that have to do with data collection, such as 
what is personal and sensitive data, data subject and their rights, data controller and data processor, 
the role of the DPO and legal grounds for processing of personal data. Additionally, data protection 
goals based on the GDPR requirements are introduced-a suggested list linked to the SDM framework 
(cf. below in Suggested activities): Data minimisation, Availability, Integrity, Confidentiality, 
Unlinkability, Transparency and Intervenability. International data transfer is also covered, especially 
in conjunction with KU II.4: Ethics dumping in data collection and KU III.4 ethics dumping in data 
preprocessing 

Suggested activities: Illustration of the application of Data Protection in use cases via a framework, 
e.g. The Standard Data Protection Model(Unabhängiges Landeszentrum für Datenschutz 2020b; 
2020a). The suggested framework can be used throughout the modules illustrating appropriately 
chosen use cases. Reflection on how the data protection challenges can change the problem 
definition and/or objectives as formed in the previous (Business Understanding) phase 

KU II.2: Data bias during collection and ways to mitigate it 
Bias is well documented in computer systems and specifically in Data Science applications has been 
in the spotlight from the very beginning, bringing up issues of justice, fairness and discrimination, 
especially of sensitive and marginalised groups. Bias can be found in all the CRISP-DM phases and in 
this KU special focus is given to historical and representation bias that are relevant in the data 
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understanding phase, and more specifically in data collection. Ways of detecting and mitigating data 
bias in this phase are also presented.  

The use of synthetic data can also be investigated as a means to mitigate bias. Synthetic data 
creation and use can also be addressed in KUs about Ethics Dumping 

Suggested activities: Use Cases of historical and representation bias in data collection are presented, 
for example in well known, publicly available image datasets. Practical exercises can be included 
where publicly available datasets and open source software that detects and mitigates bias in them 
are given to the students to experiment. The students are encouraged to reflect on how bias in data 
collection and bias mitigation might affect the other phases of application development, e.g., 
evaluation (regarding accuracy of results), and deployment, as well as business understanding 
(problem definition and objectives). Also, they might examine as an alternative use cases of 
successful and unsuccessful use of synthetic data 

KU II.3: Intellectual property issues and licences 
This KU concentrates on the explanation of intellectual property challenges that govern data 
collection and understanding, specifically the licences that data come with as well as the permissible 
ways to collect material, e.g. by scraping the internet. 

Suggested activities: Students are presented with a use case and asked to identify possible IP 
problems; students are asked to scrape data from the internet taking into consideration robots.txt 
files. 

KU II.4: Ethics dumping in data collection  
Ethics dumping is an issue found not only in data science but in other scientific domains as well. It 
can be defined as “the malpractice of (a) exporting research activities about digital processes, 
products, services, or other solutions, in other contexts or places (e.g. by European organisations 
outside the EU) in ways that would be ethically unacceptable in the context or place of origin and (b) 
importing the outcomes of such unethical research activities”(Floridi 2019). In our case, collecting 
data from countries that do not have the same safeguards regarding, for example, privacy or legally 
acquiring already existing datasets from such countries.  

Synthetic Data can be seen as a method to overcome ethics dumping as well as challenges examined 
in the previous KUs (privacy, bias, IP). However, they come with their own issues of how appropriate 
they are for the specific problem and how they will be used in real world applications.  

Suggested activities: Students are asked to reflect on the use of datasets obtained via ethics dumping 
and whether the practice, even if it is legal, means the continuing exploitation of vulnerable people 
not only in the Global South, vs jeopardising their project because the inability to obtain similar data 
from their own more data protecting region (country or the EU).  

KU II.5: Dataset documentation 
Dataset documentation is very important, not only for identifying data provenance, data quality and 
validity, IP licences but also whether there is detected bias in the dataset and if some measure is 
taken in order to mitigate it. The students are presented with a number of data documentation 
suggestions, e.g. Datasheets for data sets, dataset nutrition labels, etc., and how to use them. 
Dataset documentation expands in the next phase as well. 

Suggested activities: Apply some selected data documentation framework on a dataset and students 
are asked to reflect on the merits of the process vs the overhead. 
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Module III: Data preparation 
This phase aims to the construction of the final dataset that will be used by the model. It consists of 
selection of the actual data that will be used for the analysis task depending on the relevance of the 
project goals, quality and technical constraints; cleaning; construction integration and formatting of 
data. As noted in Module II: Data understanding (Saltz and Dewar 2019) identify the same data 
challenges for both phases, namely, data misuse, privacy & anonymity, and accuracy. This is reflected 
also in the Curriculum, since some of the KUs have the same titles; however, we try to differentiate 
between the relevant issues in either phase. The way that the continuity of the two phases could be 
implemented is discussed in 2.5.1 Implementation Strategies 

KU III.1: Data Protection 
Further elaboration on the practical methods that the data protection goals described in KU II.1: Data 
Protection. These two KUs can be covered as one continuous unit starting with the basic definitions 
and concept introduction in Module II: Data understanding and moving to more concrete examples 
in the present KU.  

Suggested activities: Illustration of the application of Data Protection in use cases via a framework, 
e.g. The Standard Data Protection Model(Unabhängiges Landeszentrum für Datenschutz 2020b; 
2020a) 

KU III.2: Data challenges in preprocessing 
Depending on the project, data preprocessing may include a variety of challenges, in annotation, 
cleaning, creating synthetic data, to choosing features and proxies. such as various kinds of bias 
(representation, measurement and aggregation bias), or even data validity issues ( for example, a gap 
between the way annotation results between crowdsourcing and scholars annotation, error induced 
by automatic machine learning annotation, in the creation of synthetic data depending on the 
problem Outliers are sometimes relevant for data analysis). Solutions like bias identification and 
mitigation tools as well as documentation practices might be presented here as a continuation of the 
KU II.2: Data bias during collection and ways to mitigate it Ethics dumping is also an issue in this 
phase (annotation) 

Suggested activities: Use cases of relevant bias can be presented and studied here, as well 
as Practical exercises can be included where publicly available datasets and open source software 
that detects and mitigates bias in them are given to the students to experiment 

KU III.3: Intellectual property issues of training data 
Continuation of KU II.3: Intellectual property issues and licences. These two KUs can be presented in 
both modules or in condensed form in either one of them.  

This KU focuses on the different kinds of training data according to their licences when specifically 
considering generative AI issues: using copyrighted works as training dataset, legally storing them for 
training process, copyright on the generated data (maybe later on deployment), especially if we are 
talking about code. Provision of EU law on text and data mining (TDM) exception. 

Suggested activities: Students are presented with a use case and asked to identify possible IP 
problems 

KU III.4: Ethics dumping in data preprocessing 
Ethics dumping in data preprocessing may comprise annotation and preprocessing activities 
outsourced to countries with lower standards in workers protections laws. This may include 
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countries in the Global South but not exclusively there. Ethics dumping can be considered in a 
broader sense here, as for example using unqualified people to annotate data instead of experts 
because of lower costs and thus also related to the societal issues of worker exploitation and gig 
workers. 

This unit could be taught in conjunction with the respective one in the previous module. The issue of 
synthetic data can also be addressed here, since in their capacity to be produced from existing data, 
can be regarded as a form of data preprocessing. 

Suggested activities: Continue the previous module activity in the preprocessing phase. Reflect how 
the data quality is affected by ethics dumping practices. 

KU III.5: Dataset documentation 
This KU is an extension of KU II.5 for data preprocessing. These two KUs can be presented in both 
modules or in condensed form in either one of them. The students are presented with a number of 
data documentation suggestions, e.g. Datasheets for data sets, dataset nutrition labels, etc., and how 
to use them in order to document the preprocessing that has be done to the dataset, regarding 
annotation, cleaning, bias detection and mitigation, etc 

Suggested activities: Continue the previous module activity in the preprocessing phase  

Module IV: Modelling  
This phase concerns the selection and parameter calibration of models according to the specific 
problem definition and specific data requirements. (Saltz and Dewar 2019) identify the ethical issues 
mainly around personal and group harm, specifically bias and discrimination. The curriculum 
addresses other issues as well in the following KUs: 

KU IV.1: Model bias and mitigation techniques 
Model bias can be identified in various forms, such as learning and aggregation bias as well as bias 
that can be found in pertained models and then transferred to the final trained model, which can 
lead to unfair outcomes and discrimination. The identification and mitigation of such kinds of bias are 
presented in this KU. 

Suggested activities: Use cases of model bias can be presented and studied here, as well as practical 
exercises can be included where publicly available datasets and open source software that detects 
and mitigates bias in them are given to the students to experiment.  

KU IV.2: Model transparency and explicability 
Model transparency and explicability are covered in this KU not as technical issues, although a brief 
presentation of how well-known models are positioned regarding these criteria might be advisable. 
The main focus is given on the ethical and legal (e.g. “right to explanation”) requirements of using 
transparent models. Special focus is put in the cases of automated decision-making applications, 
where factors like automation bias are crucial in discrimination of sensitive groups. 

Suggested activities: The students are presented with use cases, where opaque algorithms caused 
disparate negative impact. Practical exercises can be given when the same problem can be addressed 
with a number of different algorithms of various transparency. 
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KU IV.3: Environmental impact of model training 
Model training may demand large amounts of energy. Depending the way that this energy is 
produced this may have grave environmental implications (e.g. increased carbon footprint). A variety 
of methods that calculate the environmental impact of a model as well as the factors that 
determine their energy consumption. 

Environmental impact issues can also be examined under the ethics dumping umbrella, since the 
model training can be done in countries with lower environmental standards and then import the 
outcomes (trained model). In that sense this KU can be taught in conjunction with the respective 
ones in modules II and III. 

Suggested activities: The students are presented with examples of models and their energy 
consumption. Students are encouraged to reflect on the trade-offs of environmental impact and 
application goals. 

KU IV.4: Intellectual property issues 
The use of pretrained models, commercial secrets, property of the trained model and the outcome of 
the algorithm. This KU concerns itself with intellectual properties issues that pertain to the algorithm 
itself and its products. In that case it can be linked to the deployment phase, corresponding to the 
respective module. The content encompasses the latest advances in LLM and generative AI models, 
an area that is (at the time of writing of the present document), still not well developed. However, it 
contains important legal (and ethical) issues and therefore is included in the curriculum. 

Suggested activities: The students are given case studies and they are asked to reflect about the 
limitations of IP regulation on product development and in broader subjects as in artistic creation. 

KU IV.5: Model documentation 
In correspondence with the dataset documentation, there are model documentation frameworks as 
well. Documenting the model is extremely important, especially when issues like bias and 
transparency are concerned. Model documentation frameworks (e.g. model cards) are presented 

 Suggested activities: Students are asked to employ a model documentation framework for a made-
up use case. 

Module V: Evaluation 
 This process includes the review of the model construction and evaluation of whether it achieves the 
objectives set in the business understanding phase. (Saltz and Dewar 2019) identify as ethical 
considerations subjective model design, i.e., various kinds of bias in the Al/ML pipeline and the 
inherent biases of the data scientists themselves resulting in personal and group harm issues are to 
be considered due to algorithmic discrimination. In this Module are addressed the issues of the 
trade-off between algorithmic accuracy and a variety of other important factors, such as resource 
efficiency and trustworthiness. Specific focus is given to the concept of fairness which is addressed in 
a KU of its own. 

KU V.1: Evaluation beyond accuracy 
Data science algorithms are usually evaluated with respect to their accuracy only. However, there are 
a number of other factors that have to be taken into consideration when we evaluate a model: 
fairness, efficiency (in terms of resource allocation, e.g. energy consumption as covered in KU IV.3: 
Environmental impact of model training, but also the size of the model and the dataset), 
explainability (choosing a more transparent model as demonstrated in KU IV.2: Model transparency 



 

24 
 

and explicability at the cost of less accurate results), trustworthiness (as the qualitative measure of 
confidence one can objectively assign to the output of an AI system, which includes apart from 
explainability robustness outside the experimental settings), whether the selected features and 
proxies actually solve the initial problem, although they provide accurate results. As per the CRISP-
DM model, the evaluation phase might lead to reconsidering the problem definition (phase 1: 
Business understanding). This is not only meant as failing to accomplish the project goal but also as 
redefining the accuracy notion in order to incorporate the above-mentioned issues. 

Suggested activities: Students are given use cases and are encouraged to reconsider the project goal 
with respect to the above described issues. Practical exercises are also possible in conjunction with 
the next KU dealing with fairness. 

KU V.2: Fairness 
The bias and discrimination that may result in a data science application are dealt with in the 
previous modules, where they are examined at specific data science circle phases. However, it is 
often that the evaluation phase indicates plainly whether there are such issues present, since in the 
previous phases we act proactively and while checking in advance is needed, it is not always possible 
to grasp all the implications. The evaluation phase gives us a first tangible result we can use to assess 
whether there are such issues present (the other being the deployment phase of course).  
In this phase are examined the various definitions of fairness and how these are mathematically 
formulated and executed in code. There is also a description of the legal provisions in EU regarding 
fairness and the human perceptions of it and how these impacts the trustworthiness of a product, as 
well as insights from other disciplines (e.g., ethical philosophy) that go beyond technical solutions. 

Suggested activities: Practical exercises where the students are asked to apply various fairness 
definitions in coding sessions and assess the results.  

KU V.3: Model documentation 
This is a continuation of the previous phase KU with the same name. All evaluation metrics that are 
used to assess the model and the respective results are documented according to a specific 
documentation model. 

Suggested activities: Students are asked to employ a model documentation framework for a made-
up use case. 

Module VI: Deployment  
This phase includes deployment, monitoring and maintenance of the system. Even though it is often 
the customer who carries out the deployment steps, it is important for the customer to understand 
how they actually use the system and its limitations. As (Saltz and Dewar 2019) point out, the data 
scientist’s ethical responsibilities do not end with the completion of a project. The data scientist also 
has a duty to explain their choices and the implications, using language that non data scientists, such 
as managers, can understand. 

KU VI.1: System deployment limitations 
The data scientist must be able to explain to the clients, managers  and the project stakeholders (as 
identified in KU I.1: Stakeholder identification),  the system limitations, both with respect to known 
issues and with what the system is actually able to do or not, and also explain the chosen level of 
automation and the possible impact that these might have, especially in the case of adverse 
outcomes.  
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Suggested activities: The students are given use cases that illustrate individual and group harms that 
specific systems caused, because they were deployed without the proper understanding of their 
abilities and limitations. They are encouraged to provide suggestions of how a proper communication 
to the stakeholders of the application limitations would have averted these harmful consequences. 

KU VI.2: Visualisation bias 
This specific kind of bias is addressed in this phase, since most of the visualisation is used to convey 
results to the final system users. Since most data science applications provide results of statistical 
nature, there are a number of well-known pitfalls that exist when trying to visualise them; however, 
data scientists are not especially familiar with them as they are usually thought of as UX issues. An 
introduction in the subject will help data scientists to fruitfully cooperate with UX designers in order 
to avoid as much as possible misinterpretation of results. 

Suggested activities: The students are given use cases where visualisation bias is present and they are 
asked to reflect on possible ways to avoid it. 

KU VI.3: Accountability and processes to ensure it 
This is a mirror image of some of the subjects dealt in Module I: Business understanding where are 
addressed issues like auditing frameworks and organisation culture and processes, the extent of 
personal responsibility and the case for certification for data scientists in conjunction with 
professional codes and the creation of a formal profession.  

Suggested activities: The students are exposed to auditing frameworks and are asked to apply them 
to a use case. 

Figure 4. Shows a more detailed, albeit not exhaustive, presentation of the Curriculum content. Each 
of these blobs may correspond to more than one knowledge unit; some of the topics addressed in 
each module can be seen in the figure. 

To the original three strands we added a documentation knowledge unit that runs through all 
modules, emphasising the need for documenting each action taken during the various phases of the 
project. The way of doing this depends on the phase; we do not advocate for a specific 
documentation or auditing system-we merely present existing options for each phase, like model 
cards for example. 

A summary table for all KUs can be found in Appendix II 
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Figure 4. A detailed presentation of the Curriculum. Not all KUs are represented, rather the mail 
subjects that are addressed. A in Figure 3., with grey we denote the ethical/societal strand, with light 
blue the legal strand, with and deep blue the technical renderings of the ELSA challenges. 

 

2.5 Means of Content Delivery: Selection and Organization of the Learning Experience 

2.5.1 Implementation Strategies 
The implementation strategy followed to apply the Curriculum depends on the resources and the 
time given as well as the target audience. 

The ELSA Curriculum is intended for data science practitioners, i.e., people who are already 
employed in various data science projects. This is a varied and not homogenous group, as it may 
consist of people having various levels of experience both in data science and exposure in ELSA 
challenges. Additionally, they may be fulfilling a variety of roles, ranging from programmers who only 
implement specific pieces of code to system architects and project managers.  

The application field is also very important to take into consideration: there are different challenges 
when implementing a data science project for marketing compared to one in health care. 

In its conception the Curriculum tries to assume as generic an audience with as little knowledge both 
in data science and in ELSA issues as possible. However, we recognize that this is seldom the case.  

We propose the following implementation strategies: 

1. Introductory course assuming little or no knowledge of ELSA: This course is targeted to new 
professionals, or to professionals who never had any education or experience regarding ELSA 
issues. These may be either people who have just finished their studies or moving into data 
science from another discipline and have no background in ELSA issues. As we have seen in 
the landscape description and the profile of data scientist(Christoforaki 2022) in the first case 
of fresh university graduates, very few academic institutions offer ELSA courses and the 

https://docs.google.com/document/d/1SWzpE_2Mk6G00sKDJWJtVbT4n28S6ejYTOr_O257LA8/edit#bookmark=id.t5ey9llqko3m
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latter case comprises people who may have a tertiary  education degree or not and they 
have arrived in data science via non formal education (like online courses or self-study). To 
those, we may include data scientists who originate from countries outside the one where 
they presently work in (Germany in our case) and are not knowledgeable about the current 
working environment and its ELSA requirements (for example, EU Data protection laws). The 
purpose of the instruction program in this case, is to raise awareness of ELSA issues and 
enhance sensibility to them, as well as offering general knowledge to be used as a roadmap 
when encountering such issues.  

2. Selection of modules that fit the roles of the target audience: As shown in the Landscape 
description (Christoforaki 2022), we can distinguish between two kinds of data scientists, one 
with mastery of maths, statistics and visualisation techniques, including some social science 
research methods skills –such as the ability to raise the appropriate questions and 
hypothesis--, as well as soft skills associated with communication and team work and a 
second one with computer science and programming skills. The first category might benefit 
more from an in-depth study of some modules (for example, Business understanding and 
Deployment) or some knowledge units within modules (for example legal KUs), while the 
second category from deep dives into technical renderings of ELSA issues within modules. 
This approach does not exclude any content but provides more advanced content with 
respect to the target audience needs and preferences. 

3. Adaptation of the content according to the application domain that interests the target 
audience: While a general awareness about ELSA challenges can be applied to all application 
domains, there are some applications that necessitate a special approach. For example, the 
development of Health Care data science applications has specific and strong demands 
regarding the Data Protection issues. Additionally, there is variance regarding the technical 
renderings that make sense, for example in NLP vs, Image processing applications. Whenever 
possible, it might be desirable to focus on the application domain the target audience works 
in, for example proposing relevant use cases or practical exercises. 

4. A combination of points 2. and 3. This means that the modules will be highly specialised 
regarding both the application domain and the role of the audience members. That might 
call for specific Curriculum implementations which could include only some of the Modules 
or Knowledge units within each module and can either contain more specialised knowledge, 
have shorter duration than in the general Curriculum coverage or both. These can lead to the 
development of advanced programs, aimed at specific professionals. 

2.5.2 Classroom Techniques 

Who should teach 
The nature of the curriculum is interdisciplinary, so there is a need for a variety of domain experts 
(some highly specialised) to cooperate and teach the respective KUs. However, they should always 
keep in mind that the purpose of the program is to raise ELSA awareness and provide the participants 
with the means to communicate effectively with the domain experts, not to turn them into ones. 
Tutors must always have in mind that while the material is multifaceted, containing ethical, legal, 
societal and technical strands, the focus is always on how a data scientist would be able to cope with 
it. While we admit that this provides a challenging environment for both instructors and program 
participants, we hope and believe that the mere coexistence and cooperation between different 
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domains of expertise will benefit both of them. An example of a multidisciplinary course that can be 
used as a guide can be found in (Reich et al. 2020). 

Classroom techniques 
For the curriculum implementation we can employ a variety of classroom techniques that are fitting 
to the specific KUs. These can range from lectures, invited talks and case studies to cooperative 
learning techniques like student workgroups, role-playing to practical exercises where students are 
asked to write code, for example detecting data bias into given datasets.  At the description of the 
landscape deliverable  (Christoforaki 2022), our review lead us to the conclusion that the students 
evaluated more positively practical exercises and use case studies (an example  illustrating how the 
FAIR Data Spaces demonstrators can be employed as use  cases is given in section 3 .Case Studies: 
The FAIR-DataSpaces Demonstrators of the present document), as well as engagement activities like 
discussion and debates based on real world cases provided via public media (newspaper articles, 
videos, news, etc). While lectures can impart a big amount of knowledge in a small amount of time 
with not very demanding resources, they also have lowest evaluation assessment with respect to 
their effectiveness.  

2.5.3 Resources for Implementing the Knowledge Units 
The material used in the Curriculum implementation is to be decided by the instructors of each KUs. 
It can be adapted according to the implementation strategy chosen as described in 2.5.1 
Implementation Strategies and must be updated since new issues develop constantly as well as 
methods to tackle them, most notably, in the legal and technical rendering strands.  

However, an indicative list of material is provided in Appendix I : Proposed material. It must be 
underlined that it represents a specific (and in many cases non-expert) person’s view at a given point 
in time and may be used for illustrative purposes only. It mainly consists of what the author of the 
present deliverable based her review on, that led to the formation of the current Curriculum 
structure; personal bias should also be taken into consideration. 

2.6 Evaluation 
The evaluation issue is twofold: how to evaluate the participants and how to evaluate the curriculum 
and the program implementation.  

The first one depends on the implementation selected strategy. The participants could be evaluated 
by their engagement in the various modules, for example by participation and application of the 
knowledge acquired in Use Cases, via the organisation of Hands-On Workshops sessions during the 
study program that implements the Curriculum.  

This can be differentiated according to the objective of the program implementation, e.g. awareness 
or creating competencies in specific domains (e.g. bias detection and mitigation).   

Regarding the program, the usual way is to get feedback both from the participants and the 
instructors on whether the program fulfilled their expectations or not. In this sense, the best way to 
evaluate the curriculum is the implementation of a pilot instruction program, followed up with a 
detailed evaluation via participants’ and tutors’ evaluation sheets, or interviews. However, this is not 
in the scope of the FAIR Data Spaces project. 
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3. Case Studies: The FAIR-Data Spaces Demonstrators 
In the context of the FAIR Data Spaces project there is the development of three demonstrators: 
a.  for a biodiversity data space, b. research data quality assurance, and c. cross-platform data 
analytics. These three demonstrators are proposed as Use Cases for the ELSA Curriculum. For this 
purpose, we used input from the AP2 “Rechtliche und ethische Rahmenbedingungen” work package 
regarding the Legal and Ethical Review of the Demonstrators.  

In the following sections we will present: a. A brief description of each demonstrator and b. How the 
demonstrator can be considered as a Use Case for the ELSA data science curriculum. 

3.1 Biodiversity Demonstrator 
The first demonstrator on biodiversity has as the main software component Geo Engine. It is a cloud-
based research environment for spatio-temporal data processing, supporting interactive data 
analyses for geodata (such as vector and raster data), that allows data scientists to focus on the 
actual data analyses rather than data preparation. 

In the context of the FAIR-Data Spaces project, Geo Engine adds new data connectors and cloud 
features to demonstrate important aspects of FAIR-DS, including  novel use cases which combine 
data from a variety of sources as well as authentication according to GAIA-X specifications(‘WP3 WP4 
Technical Foundations and Demonstrators’ n.d.).  

Technical description 
Geo Engine consists of a backend and two frontends: geoengine-ui for Web and geoengine-python 
library (Beilschmidt, et al. 2023). 

The backend handles data access, data management and query execution and provides APIs for the 
frontends and third-party applications and consists of three modules:  

• data types: contains the primitives for vector and raster data as well as basic operations and 
spatial projections  

• operators: contains the spatio-temporal query execution engine and the implementation of 
operators 

• Services:  contains the data management, e.g., adding, updating and removing datasets, 
workflows and projects, and Web APIs on top of this functionality. It can’t also handle user 
management, authentication via OpenID Connect single sign-on (SSO) providers, and 
authorization, which allows restricting access to resources such as data and workflows to 
certain users and groups. 

The main output of Geo Engine are layers of spatio-temporal data: either feature collections or raster 
images. 

Geo Engine can access internal and external data. Loadable data is identified by an ID used by an 
input operator to resolve the necessary loading information (e.g., name, the location, and the used 
spatial projection) using a metadata provider. Internal data are stored as datasets in a database. 
Users can create their own datasets and share them with other users. External data is provided by 
Data Providers who have to allow browsing and to access data that is not managed by Geo Engine. In 
contrast to local datasets, external data cannot be edited or deleted and the available data may 
change over time. 
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The Web frontend geoengine-ui consists of three parts:  

• a core library: provides a client implementation for the backend API services, e.g. for 
managing layers, and building block components like the map, plots, and operator dialogs  

• a GIS application: offers the full functionality of Geo Engine, which is targeted at expert users 
who can work with multiple layers, apply operators and review workflow graphs 

• multiple apps and dashboards: simpler applications that focus on a concrete use case and 
only require access to a few selected inputs 

While the demonstrator is offered in the cloud, in contrast to previous systems, which are operated 
by cloud providers such as Amazon or Google and prevent the exchange of data between individual 
providers, this system is intended to explicitly promote such an exchange and prevent a so-called 
vendor lock-in. The system implemented for this purpose is to be open source and expandable in 
order to be able to take into account the specific needs of individual users with regard to data 
protection and data security. 

However, data sovereignty over the data used is maintained. Access is not universal, but can be 
restricted for certain user groups to consider legal frameworks of the data 

Application example 
As a Geo Engine application, we can examine the use case of a forester that wants to survey the 
health status of the forest trees. In order to do that, they have to follow a temporal development, for 
example, to compare the condition of the vegetation in the same month over several years to detect 
changes that might entail possible measures. 

Geo Engine can be used to display the location data of trees on a map in the web browser to which 
satellite images can be added for analysis, which can lead to measures initiated by experts. For 
example, the felling of trees due to a beetle infestation.  

Ethical and legal concerns exemplified  
The Geo Engine demonstrator can be used to exemplify concerns regarding the collection and 
processing of personal data. Although the demonstrator is not aimed to be used with personal data, 
it uses a wide range of data that are aggregated and combined with geolocation. A possible subject 
that can be tackled is the consideration of how exactly the processing of personal data is prevented 
and how any liability for misuse of the demonstrator via illegitimate processing of personal data 
might be avoided. One possible approach is to demonstrate how to communicate clearly to potential 
users of the restrictions on the functionality in relation to personal data, as well as, in the terms of 
use, exclusion of liability on the part of the service provider - whoever this is - relating to any 
illegitimate choice to process personal data.   

While the use case presented has to do with forest surveillance, a possible application might be 
surveillance of a disease, for example malaria, or HIV and its spread in different parts of the world. 
This might introduce considerations regarding bias and stigmatisation not of individuals only (if we 
accept that no personal data is held by the system), but of whole countries and regions that may be 
negatively characterised. This fact can reflect badly on the individual inhabitants of these areas that 
can lead to discrimination, when, for example, these people travel to other countries by border 
authorities. This can be extrapolated to generalisations used by extremists for political purposes, 
especially when coupled with race or vulnerable status (e.g. refugees).  
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3.2 Data Validation and Quality Assurance 
The purpose of this demonstrator is to exhibit the use of decentralised task runners to perform 
automated quality control and data assurance within a commonly available or easily provided 
environment. 

Within the FAIR Data Spaces project, it is aimed to develop a GAIA-X compatible demonstrator that 
leverages the hardware sources provided with the Open Telecom Cloud and allows a theoretical 
research group to provide simple information about the data they intend to collect. When data is 
added to local or cloud-based storage, this information is used to ensure that each new file matches 
the specified data schemas and to monitor those files for unusual or unexpected values. The 
demonstrator also ingests these data files to create three types of simple web-based reports that 
allow users to view simple summary data without having to access the individual data files 

Technical description 
The demonstrator consists primarily of a python library, which contains all the code necessary to run 
the analysis. Also provided are a publicly available GitLab repository, which contains a CI/CD script 
that automatically calls the library and can be customised to the user's use case, and a Docker 
Container that comes preinstalled with the library and all dependencies needed to execute it.(‘WP3 
WP4 Technical Foundations and Demonstrators’ n.d.) 

The demonstrator is not intended for use with restricted access or sensitive data sets, but has an 
authentication process that does provide some security with respect to data access.  

The repository is available under an open source licence. 

Application example 
A use case can be designed as follows: 

Researchers aim to monitor crop yields, in order to determine what particular growing conditions 
and what crop varieties do best. For that reason, they:  

• recruit a large group of farmers willing to participate in a semi-annual survey conducted in 
person via a web form  

• Ingest fine-grained weather data provided through a publicly available API. 

 It is important that this data is properly cleaned and cleared of collection anomalies for later 
analysis. 

Users must provide the repository (run within the GitLab installation at RWTH Aachen University), 
with access credentials and, at the beginning of the project, schema files in a frictionless data format 
that describe the table format of their survey data and weather data, including value types, expected 
value ranges, and field validation patterns. In addition, they can use these schema files to provide 
metadata about each field in the form of brief explanations. 

As surveys are collected, the demonstrator is scheduled to run every night and process any new or 
updated files. If, for example, it discovers that the surveyor accidentally recorded the date in a 
format that does not match the one specified in the schema file, this is flagged in the error report 
and can be corrected immediately before it is included in any further analysis. 

The same procedure is followed for automatically created or downloaded data.  
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In both cases, users are quickly alerted to a quality problem in their data, as when the report is 
generated, it triggers an email to members of the repository indicating those problems while the 
report is posted on a website so that all members of the project can see and fix those problems. The 
report also includes a collection of summary statistics so that users can perform a cursory analysis of 
each data file.  

Ethical and legal concerns exemplified  
This demonstrator can be used to exemplify intellectual property issues, specifically secrecy rights 
(trade secrets) and copyright. 

Regarding the first case, it is not the data itself that is protected, but the information behind it. A 
trade secret is defined in German business secret law as "information (a) which is not generally 
known or readily accessible, either as a whole or in the precise arrangement and composition of its 
components, to persons in the circles which normally handle this type of information, and is 
therefore of economic value, and (b) which is the subject of secrecy measures by its rightful owner 
which are reasonable under the circumstances, and (c) for which there is a legitimate interest in 
maintaining secrecy."(§ 2 No. 1 GeschGehG)   

Whether data in Gaia-X and NFDI is protected under the above law therefore depends largely on 
whether it qualifies as a trade secret in the individual case. 

It therefore depends on whether the information that the algorithm checks for quality is generally 
accessible or can only be obtained specifically, for example by the respective members of a company. 
However, this is very likely to occur when checking a corresponding amount of data, as the FAIR Data 
Spaces Project. One solution here could be to licence the relevant data as a kind of consent for 
quality control. 

Regarding copyright, according to the relevant German Copyright law (§ 2 UrhG) only works are 
eligible for copyright protection (definition of work is presented in § 2 II UrhG- what is to be 
protected must always reach a certain level of creation). 

In the case of the specific demonstrator, a copyright issue can be identified when the data are 
duplicated for quality control by the algorithm, at least in the buffer. According to § 16 UrhG, this 
right belongs in principle to the creator alone.  

However, the author can also grant certain rights to third parties, if necessary comprehensively (§ 31 
I, III UrhG), or actions that infringe copyright may be permitted by other justifications, for 
example for scientific research (§ 60c UrhG), albeit presumably to a rather limited extent. 

Automated quality control could, however, fall in particular under text and data mining (§§ 44b, 60d 
UrhG), which could also permit reproduction (§ 16 UrhG).  

3.3 Cross-Platform FAIR data analysis 
The third demonstrator uses a federated learning-based platform called PHT (Personal Health Train), 
which operates on Health care data (e.g. hospital data) and its basic characteristic is, that since it 
operates on sensitive data, ensures privacy and data governance by keeping the cloud-based data 
spaces separate from hospital data silos, which are only accessed by local clients. 

Technical description 
Since the technical implementation of PHT is quite complex, here we describe the basic architecture 
and the workflow. A more technical description can be found in (Jaberansary et al. 2023) 
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The PHT concept originates from an analogy from the real world, specifically from the railway 
system. The basic elements are trains, stations, and train depots: 

• The train uses the network to visit different stations and contains specific analysis tasks, 
which are executed at distributed data nodes (the Stations); they move from Station to 
Station to consume data as an outcome of the executed analytical task.  
 
The results are incrementally generated and can be anything based on the Train code. For 
example, the result set can contain data on an aggregated level, for example, a number 
showing a cohort size, which has no relationship to individual patient data of the input level, 
or updated parameters of a statistical model, such as a regression model that is 
incrementally fitted from Station to Station.  

• Stations hold confidential data and execute analytic tasks; hence they have two main 
components:  

o The data source: A Station can hold the data itself or provides an access point to the 
sensitive data. 

o Station software: The main task of the Stations is the execution of the containerised 
analytic algorithms, while they can also reject requests if the Station admin has 
doubts about the data usage or a lack of capacity and after the task is completed the 
results are inspected and can be rejected if the result set contains confidential 
information.  

• The depot is represented by our Central Service (CS) including procedures for Train 
orchestration, operational logic, business logic, and data management. (Welten et al. 2022). 
The Central Services are responsible for coordinating the execution of the analysis on the 
distributed data sources within the data space.  
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Figure 3. High-level Architecture of the PHT Infrastructure for the Demonstrator (Jaberansary et al. 
2023)  

 

A workflow in PHT as illustrated in Fig 3. Goes like this: 

• First, the Train (analytical task, in this example a classification of patient record images) is pulled 
and decrypted by the Station admin. 

• The Station admin provides connection information to the data source. 

• In the initial phase of the analytical task, existing patient resources in the training set are queried to 
obtain clinical data and related image references (URLs). The dataset is then divided into training and 
test datasets. Typically, the ratio is 80:20. 

• Based on the referenced URLs, the analysis task then downloads the corresponding images from a 
server. A classification model is trained using both data types. The existing derived model weights 
directly update the previous model trained in earlier stations. The test dataset is used for evaluating 
the accuracy of the model. Such monitor data is saved and used later for inspection and feedback. 

• Finally, the Train image is saved with the new results (updated classification model) and then 
returned to the Train repository in the central service (Jaberansary et al. 2023). 

Application example 
The application use case concerns Skin Lesion Detection. The dataset is accessible via three different 
PHT stations and consists of structured clinical data (including age and gender) and, mainly, image 
data showing different kinds of skin lesions; each image shows one snapshot of one type of (labelled) 
skin lesion. Apart from the cloud-based station, the two other stations use on-premise 
infrastructures, which allows the data providers (hospitals in this case) full control of their data.  
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The analysis aims to train a classification model to predict the skin lesion type of new images of 
potentially unknown persons. In order to achieve this aim, the process follows the workflow 
described in the previous section where the algorithm that creates the trained model is loaded on a 
train that stops at each station, is executed and moves on to the next station, In the end, the trained 
model arrives to the original researcher who asked it and can be used to identify skin lesions in new 
images. In the process, no personal or sensitive data is moved around and the data providers 
exercise full control over their data, revealing as much or as little of it as they wish. 

Ethical and legal concerns exemplified  
PHT aims at providing a system which is suitable for scientific analyses of sensitive data stored in 
multiple locations, without the data itself ever leaving the storage locations. This stems from its 
application domain (health care) and the increased sensitivity regarding the treatment of sensitive 
personal data. The system can be used to exemplify the challenges regarding personal data in 
general and specifically in the health care domain, and how the approach of PHT (federated learning) 
can be used to avoid adverse outcomes.  

However, it can also be used to exemplify the issues posed by opaqueness regarding the data, since 
the end user does not have any access on them, so they are not aware of any issues that might exists, 
for example underlying biases, either in the original data or the preprocessed data that are made 
available from each provider. The system is practically a black box where the only result that the end 
user sees is the trained model but does not have any inkling about the data that lead to that 
outcome. A possible solution is to apply proper documentation regarding the characteristics of the 
data set, so, even if the data itself is not available for scrutiny, the metadata regarding the dataset 
characteristics are. This will enable the end user (researcher) to be able to understand the nature of 
the dataset and anticipate and mitigate potential issues (e.g. bias), as well as correctly interpret the 
results. 

 

4. Conclusions  
In this report it is presented the first version of an ELSA Curriculum for data scientists. The basic 
premise of the curriculum structure is that it must follow the CRISP-DM model and employ material 
organised in Knowledge Units (KUs) belonging to three strands, namely ethical and societal, legal and 
technical rendering subjects. 

While this report is focused on the subjects taught, issues such as means of content delivery and 
evaluation is also addressed.  

Finally, the three demonstrators of the FAIR Data Spaces project are presented as use cases that can 
be employed in an instruction program, each one exemplifying a variety of ethical, legal and societal 
aspects. 

The second and final version will be presented as a report after gathering feedback from our Gaia-X 
industry partners (and the overall community) regarding the sustainability of the curriculum. In that 
version the demonstrators as use cases will be updated as more input from the AP2 project 
participants will be made available in the form of project deliverables.  
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Appendix I: Proposed material 
 

In this Appendix, we present a (non exhaustive) list of resources that can be used in order to 
compose the teaching material. The inspiration of compiling and organising this material is drawn 
from (Morley et al. 2020), where the the authors attempt to provide a list of available tools (via 
bibliographic references) in order to help Machine Learning experts to move from What (ethics 
principles) to How (practices that apply ethics principles). For that reason they create a typology 
based on the five principles presented in (Floridi et al. 2018) where the tools are assigned to each 
phase of the ML project development (the phases used correspond to the CRISP-DM model phases, 
with some name variations). 

In a similar fashion, here we use the CRISP-DM phases to propose material that corresponds to the 
KUs assigned to each phase. Some of the publications appear more than once, since they contain 
material that can be used to illustrate more than one issue. 

As mentioned in 2.5.3 Resources for Implementing the Knowledge Units, the following material is 
indicative and reflects the author’s preferences and choices. 

Business understanding 
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