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aphids, parasitoïd wasps, lepidoptera, Brassicaceae…

brown algae, red algae, fungi…

Vibrio, Cassostrea, Tisochrysis…

Challenges: how to value the mass of genomic data?
Increasingly high volume & diversity of genomic data produced
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aphids, parasitoïd wasps, lepidoptera, Brassicaceae…

brown algae, red algae, fungi…

Vibrio, Cassostrea, Tisochrysis…

Challenges: how to value the mass of genomic data?
Increasingly high volume & diversity of genomic data produced

Need robust information systems that can efficiently 
integrate, analyze, and visualize genomic data extracted 
from multiple heterogeneous sources, and make them 

accessible through genome portals.
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Challenges: deploy thematic genome portals
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Challenges: deploy visualisation, analysis and annotation tools

DB storage

gene pages
orthology

search engine

BLAST

Manual curation

Genome browser
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Challenges: towards automated deployment

DB storage

gene pages
orthology

search engine

BLAST

Manual curation

Genome browser
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https://github.com/galaxy-genome-annotation/
https://github.com/ifremer-bioinformatics/omics-catalog
https://gitlab.sb-roscoff.fr/abims/e-infra/gga_load_data
https://github.com/abims-sbr/ansible-sequenceserver


BEAURIS: How does it work?

Biological 
data

fasta, gff, bam, tsv Automated, modular and 
FAIR deployment ?

Tedious & slow to do by hand

Web interfaces
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BEAURIS: How does it work?

User input
yaml file

Merge request

CI/CD

Biological 
data

fasta, gff, bam, tsv

BEAURIS

Slurm/Galaxy/Local

Docker

Web interfaces
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BEAURIS: Input files
Users submit yaml files
describing their datasets
through a merge request
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BEAURIS: Input file (yml)
“Base” metadata

● Genus
● Species
● Common name
● More…

Required “Data” values

● Assemblies
● Annotations

Optional “Data” values

● Proteomes
● Transcriptomes
● Jbrowse tracks

“Customisation” values

● Job parameters
● Web services
● Access restriction

The input file follows a modular & evolving validation schema

11



BEAURIS: Staging & Production

Two distinct working environments

● Staging environment: when opening a Merge Request
○ Web interfaces are admin-restricted (for validation)
○ Apollo staging instance

● Production environment: after merging the MR
○ Datasets are “locked” for safekeeping
○ Interfaces are accessible (public / restricted access)
○ Apollo production instance

The production pipeline will reuse the staging pipeline results: no waste of resources!

Easy sanity check for data quality
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BEAURIS: Steps

Quick checks

Input data check

Derive data
Lock data

Interface 
deployment
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BEAURIS: Data validation & setup
First step: Checking input data

● Yaml file structure check
● Setting up job environment
● Fasta & Tracks validation
● GFF validation & cleanup
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BEAURIS: Deriving data

Second step: Functional annotation & generating content for web interfaces

● Currently using internal workflows, but new ones can be easily added
● Web interface content is generated on a Galaxy server, and UIs are deployed 

at a later step

Slurm & local computations Galaxy
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BEAURIS: Functional annotation with the ORSON module

● Runs state-of-the-art annotation tools: 
○ eggNOG-mapper
○ InterProScan
○ Diamond

● Uses NextFlow workflow management system with: 
○ singularity containers (reproducibility)
○ jobs submitted on a SLURM HPC
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https://gitlab.ifremer.fr/bioinfo/workflows/orson


BEAURIS: Data locking
Third step: raw / generated datasets are labelled & stored for safekeeping & reuse

Metadata:

● Genus
● Species
● Strain
● Assembly version
● Annotation version
● Tool version
● File md5
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BEAURIS: Interfaces
Fourth step: Interfaces deployment

Several interfaces are available, accessible through a customizable landing page
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BEAURIS: Interfaces (modular & optional)

● Apollo (Existing server)

● Blast sequence search

● Jbrowse

● Data download

Available interfaces (for now)
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BEAURIS: Interfaces (Genenotebook)
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BEAURIS: Technical stuff (what do you need?)
● Gitlab Runner, able to: 

○ Access a computing cluster (Slurm) / Have local computing resources
○ Read access your data, and write access for the jobs and locks
○ Access an hosting node for web interfaces (if needed) via Ansible

● Galaxy account (If using Jbrowse, Apollo or GeneNoteBook)
● Apollo instance(s) (If using Apollo)
● Docker Swarm cluster & Traefik (If deploying any interface)

Slurm Galaxy Apollo / Swarm
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Benefits: 

● Complete automation: saves time and improves reliability

● Structured data catalog to capitalize on

● Completely modular, adaptable and deployable wherever you want

● Reproducible analyses & web portal deployment

● Open code (contributions encouraged!): 

○ https://gitlab.com/beaur1s/beauris 

○ https://beauris.readthedocs.io 

Conclusion C’est BEAU(RIS) et c’est FAIR !
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https://gitlab.com/beaur1s/beauris
https://beauris.readthedocs.io


Perspectives
● Improve portability of the solution

● Support a wide-range of data types (e.g. genomic variants, orthology, synteny, phenotypic data)

● Support more web interfaces (e.g. JBrowse2, AskOmics, synteny viewer)

● Use data standards: Schema.org, RO-Crate, ...

● Data submission to public data repositories (ENA, recherche.data.gouv.fr, …)

● Automatic integration of genomes from public banks
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PC3 - BYTE-SEA: numerical infrastructure 

Coordinated by the Institut Français de Bioinformatique, this project will improve and store the computerized 
annotation of the DNA in order to locate genes, retrace their evolutionary history and assign functions to them. 
The genomes will then be stored in open databases accessible to the international community.

5000 genomes
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Thank you for your attention!
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