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Knowledge Engineering Revisited



My first motivation: building knowledge graphs



Source:

Natasha Noy, Yuqing Gao, Anshu Jain, Anant Narayanan, Alan Patterson, and Jamie Taylor. 

2019. Industry-scale Knowledge Graphs: Lessons and Challenges. Queue 17, 2, pages 20 

(April 2019), 28 pages. DOI: https://doi.org/10.1145/3329781.3332266



What does the knowledge graph development cycle look like?





Gytė Tamašauskaitė and Paul Groth. 2022. Defining a Knowledge Graph Development 

Process Through a Systematic Review. ACM Trans. Softw. Eng. Methodol. Just Accepted 

(February 2022). https://doi.org/10.1145/3522586



Gytė Tamašauskaitė and Paul Groth. 2023. Defining a Knowledge Graph Development Process Through a 

Systematic Review. ACM Trans. Softw. Eng. Methodol. 32, 1, Article 27 (January 2023), 40 pages. 

https://doi.org/10.1145/3522586



Source:

Michael Lauruhn and Paul Groth. 

“Sources of Change for Modern Knowledge Organization Systems." Knowledge Organization 43, no. 8 (2016).



Timely question

• Dagstuhl seminar 22372, 11-14.09.2022

• Organised by 

• Paul Groth (University of Amsterdam, NL)

• Elena Simperl (King's College London, UK)

• Marieke van Erp (KNAW Humanities Cluster - Amsterdam, 
NL)

• Denny Vrandecic (Wikimedia - San Francisco, US)

• More information at: 
https://www.dagstuhl.de/seminars/seminar-
calendar/seminar-details/22372

• Other places too:  aaai-make.info
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Blomqvist (Linköping University, SE), George Fletcher (TU Eindhoven, NL), Paul 
Groth (University of Amsterdam, NL), Aidan Hogan(University of Chile - Santiago de Chile, 
CL), Filip Ilievski (USC - Marina del Rey, US), Antoine Isaac (Europeana Foundation - Den 
Haag, NL), Diana Maynard (University of Sheffield, UK), Deborah L. McGuinness (Rensselaer 
Polytechnic Institute - Troy, US), Axel-Cyrille Ngonga Ngomo(Universität Paderborn, DE), 
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Knowledge engineering: before

• Gathering highly curated knowledge 
from experts and encoding it into 
computational representations in 
knowledge bases. 

• Mostly manual process, focusing on 
how knowledge was structured and 
organised rather than the domain 
data. 

• Results used in expert systems, 
requiring considerable up-front 
investment. 
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KE Requirements over time

18
See Allen et. al 2023
https://arxiv.org/abs/2306.15124



Knowledge engineering: today

Automatic process with human-in-the-loop

Large knowledge bases, drawn from heterogeneous data, using a mix of data 

management, machine learning, knowledge representation, crowdsourcing

Provided access to data and (off-the-shelf) AI capabilities, costs are a fraction from 

what they were decades ago. 

This has led to mainstream adoption in search, intelligent assistants, digital twins, 

supply chain management, legal compliance etc.
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My assumption:

We need a updated theory of knowledge engineering for modern LLM + 

KG systems



But maybe I’m wrong

My assumption:

We need a updated theory of knowledge engineering for modern LLM + 

KG systems



CommonKADS in short

Key principles

1. KE constructing different aspect models of human 

knowledge. 

2. Operate at the knowledge level

3. Knowledge has a stable internal structure that is 

analyzable by distinguishing specific knowledge 

types and roles. 

4. Managed by learning from your experiences in a 

controlled "spiral" way. 

https://commonkads.org



Prompting as Programming

Pengfei Liu, Weizhe Yuan, Jinlan Fu, Zhengbao Jiang, Hiroaki Hayashi, and Graham Neubig. 2023. Pre-

train, prompt, and predict: A systematic survey of prompting methods in natural language processing. 

Comput. Surveys 55, 9 (2023), 1–35. 



https://python.langchain.com/



• Toolformer: Ability to call out to 

alternate systems, including 

information retrieval or other machine 

learning models.

• Augmented Language Models (ALMs) 

more generally

• https://arxiv.org/pdf/2302.04761.pdf

• https://arxiv.org/pdf/2302.07842.pdf

Connecting LLMs into the wider world

https://arxiv.org/pdf/2302.04761.pdf
https://arxiv.org/pdf/2302.07842.pdf


Source: https://writings.stephenwolfram.com/2023/01/wolframalpha-as-the-way-to-bring-

computational-knowledge-superpowers-to-chatgpt/ 

https://writings.stephenwolfram.com/2023/01/wolframalpha-as-the-way-to-bring-computational-knowledge-superpowers-to-chatgpt/
https://writings.stephenwolfram.com/2023/01/wolframalpha-as-the-way-to-bring-computational-knowledge-superpowers-to-chatgpt/


New architectures 

Source: The Future of Work With AI - Microsoft March 2023 Event

https://www.youtube.com/watch?v=Bf-dbS9CcRU&ab_channel=Microsoft 

https://www.youtube.com/watch?v=Bf-dbS9CcRU&ab_channel=Microsoft


New architectures

Input
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The relevance of CommonKADS
• Context

• Embedding in the organisation

• What is the task? What is needed to get it done

• Who does what and who has authority to act

• Concept

• Communication: the wiring together of different prompts

• Knowledge Model - this is the hard one - see next slide

• Artefact

• You always need documentation (even if it’s generated)



The Knowledge Model

• Classic discussion of knowledge models has been directed at

• Symbolic representation

• (formal) languages

• creation of concept schemes automatically & semi-automatically

• Contention: LLMs actually allow us to work at the knowledge level using 

natural language

• Express the concepts and definitions to drive applications we need as 

natural language 

• Definition of applications becomes one of agreement within an 

organisational context between people perhaps implicitly



Future

• Use KE methods to design LLM based 

apps

• A mapping between prompt templates 

and wiring to KE methodologies

• Identify the wiring diagrams

• Compare best practices in LM 

application design and KE 

methodologies

• …. 



More broadly the (Software) Engineering of AI 

applications

van Bekkum et al. (2021). Modular design patterns for hybrid learning and reasoning systems. Applied Intelligence, pp.1-19.
van Harmelen et al (2019). A Boxology of Design Patterns for Hybrid Learning and Reasoning Systems. Journal of Web Engineering (2019).

Symbolic Reasoning

Machine Learning training

Learning models from symbols

basic
patterns

Ontology Learning

Explainable ML systems using inference

Combination of 
basic patterns

https://link.springer.com/article/10.1007/s10489-021-02394-3
https://arxiv.org/pdf/1905.12389.pdf


More broadly the (Software) Engineering of AI 

applications

https://youtu.be/RFOEhGQhizQ

Alex Ratner

Source: 

https://snorkel.ai/data-centric-foundation-model-development-bridging-the-gap-between-foundation-

models-and-enterprise-ai/



Conclusion

• With LLMs, application construction is about knowledge engineering

• KE methodologies provide a powerful structured basis for developing 

knowledge oriented applications

• Opportunity to update KE through the lens of prompt programming

• A brilliant chance to inform this dynamic area based on a well 

investigated scientific base

Paul Groth | @pgroth | pgroth.com | indelab.org
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