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Abstract—Object detection in aerial images is a challenging
task mainly because of two factors, the objects of interest being
really small, e.g. people or vehicles, making them indistinguish-
able from the background; and the features of objects being
quite different at various altitudes. Especially, when utilizing
Unmanned Aerial Vehicles (UAVs) to capture footage, the need
for increased altitude to capture a larger field of view is quite
high. In this paper, we investigate how to find the best solution
for detecting vehicles in various altitudes, while utilizing a single
CNN model. The conditions for choosing the best solution are
the following; higher accuracy for most of the altitudes and real-
time processing ( > 20 Frames per second (FPS) ) on an Nvidia
Jetson Xavier NX embedded device. We collected footage of
moving vehicles from altitudes of 50-500 meters with a 50-meter
interval, including a roundabout and rooftop objects as noise for
high altitude challenges. Then, a YoloV7 model was trained on
each dataset of each altitude along with a dataset including
all the images from all the altitudes, and several training
and evaluation experiments were conducted. Overall, the best
method for achieving optimal trade-off between accuracy and
inference speed is to training on a mixed dataset of multiple
altitudes and tune the inference speed to the smaller image size.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have been increasingly
used in a variety of applications, such as power infrastructure
inspection [1], search and rescue [2], traffic monitoring [3],
and emergency monitoring [4]. One of the key tasks in these
applications is real-time object detection, which involves
identifying and classifying objects in images or video streams
captured by UAVs. Real-time object detection is essential for
many UAV applications, as it enables the UAV to perform
tasks such as tracking targets, avoiding obstacles, monitoring,
and making decisions based on the environment.

However, real-time object detection using UAVs poses sev-
eral challenges, particularly when it comes to small objects,
such as vehicles, in aerial images. In addition, the motion
of UAVs and the high-resolution aerial images can further
complicate the object detection task. One major challenge
is the limited resolution of the images, which can make it
difficult to distinguish small objects or to identify fine details.
This can be especially problematic at higher altitudes, where
objects may appear even smaller due to the increased distance
from the camera.
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Another challenge is the presence of noise and distractions
in the images, such as reflections, shadows, and occlusions.
These can interfere with the object detection algorithms
and make it difficult to accurately identify and classify the
objects. In addition, the quality of the images can vary widely
depending on factors such as the weather, lighting conditions,
and the stability of the UAV. This can also impact the
performance of the object detection algorithms. Furthermore,
all these issues are amplified if the resolution is not optimal.

To address these challenges, it may be necessary to use
advanced image processing techniques to enhance the reso-
lution and clarity of the images, or to use machine learning
algorithms to filter out noise and distractions. Additionally,
it may be necessary to develop new object detection algo-
rithms that are specifically designed to handle the unique
characteristics of aerial image datasets obtained from UAVs.
Therefore, there is a pressing need for effective and efficient
algorithms that can reliably detect and classify small objects
in aerial images captured by UAVs.

In this paper, we investigate the best strategy for aerial
object detection that addresses the challenge of detecting
vehicles at various altitudes in real-time on embedded de-
vices. We collected a comprehensive dataset of aerial images
capturing moving vehicles at altitudes ranging from 50 to
500 meters, and trained a state-of-the-art YOLO model,
YoloV7 [5], on each altitude dataset as well as a mixed-
altitude dataset. Our key contribution is a training strategy
that involves training the mixed-altitude dataset on a higher
input size resolution to learn a larger set of features, and then
performing inference detection using a smaller resolution
size to increase inference performance while maintaining
high accuracy. Our experimental results demonstrate that this
approach achieves over 95% mAP@50% at 21 FPS on an
Nvidia Xavier NX, making it highly suitable for real-time
aerial object detection in diverse altitude scenarios. Moreover,
we provide publicly available datasets used in this paper for
further research. Our findings contribute to the field of aerial
object detection by providing insights into the best strategy
for detecting vehicles at different altitudes while maintaining
real-time processing on embedded devices, and highlight the
potential of using a single CNN model for accurate and
efficient object detection in aerial images.



II. RELATED WORK

Aerial image object detection has been an active area of
research in the computer vision community in recent years.
There have been numerous approaches proposed to tackle this
problem, ranging from traditional machine learning methods
to more recent deep learning approaches.

One of the early works in this field is the approach of
Ajmera et al. [6], which presents a survey of object detection
techniques in aerial images, including both traditional ma-
chine learning methods and deep learning approaches. With
the advent of deep learning, several approaches have been
proposed that leverage convolutional neural networks (CNNs)
for object detection in aerial images. One such approach is
the work of Tayara et al. [7], which proposes a CNN-based
method for object detection in high-resolution aerial images.
Another approach is the work of Chalavadi et al. [8], which
proposes a multi-scale CNN for object detection in aerial
imagery. Zhao et al. [9] provide a review of deep learning
approaches for object detection in aerial images, including a
discussion of the challenges and limitations of these methods.
Unfortunately, all of these either focus on satellite imagery
or do not focus on real-time performance on an embedded
device.

Recently, there has been a lot of interest in using unmanned
aerial vehicles (UAVs) for vehicle detection, with many
approaches based on deep learning [10], [11]. However,
this task presents some challenges, such as the need for
computational efficiency and the detection of small-sized
objects, as vehicles in aerial images often appear as small
objects. To address the problem of small object detection in
aerial images, some approaches have employed a two-stage
Faster R-CNN framework with an Inception V2 backbone
[12]. However, this method has shown a decrease in the
balance between accuracy and computational intensity, mak-
ing it unsuitable for video processing applications. To reduce
processing time, other approaches have suggested searching
for subregions in the image [13], [14], [15]. Another work is
the work of Lang et al. [16], which proposes a method for fast
and accurate object detection in high-resolution remote sens-
ing images using a lightweight YOLO-like object detector.
More recent works have used single-shot convolutional neural
networks for better inference time, such as the YOLOv3
[17] network for top-view vehicle detection [18]. There has
also been some effort to develop smaller networks for use
on lightweight, embedded processing platforms [19], [20],
although not all of these are designed for aerial imaging. In
general, the Faster R-CNN and YOLO families of algorithms
are commonly used for vehicle detection, and for real-time
traffic monitoring, the YOLO family of networks [21], [17],
[22] is particularly relevant due to their lower computational
complexity. Hossain et al. [23] proposed a deep learning-
based framework for object detection and segmentation in
aerial images. Their proposed framework achieved state-of-
the-art results on several aerial image datasets.

On the dataset side, previous work has focused on ground-

level datasets for object detection and analysis. Examples
include the KITTI Vision Benchmark [24] and the Microsoft
COCO dataset [25], which contain a wide range of object
categories. While these datasets provide a useful baseline for
evaluation, they are not ideal for UAV-based object detection
and analysis tasks due to the unique characteristics of aerial
imagery. In addition to ground-level datasets, there are a
few existing aerial imagery datasets for object detection and
analysis with UAVs. Examples include the Stanford Drone
Dataset [26], which contains images of cars, pedestrians,
and cyclists, and the UAVid dataset [27], which contains
images of pedestrians, vehicles, and buildings. UAVDT [28]
is a large-scale challenging UAV Detection and Tracking
benchmark which includes different altitudes and angles for
vehicles. For our analysis, we needed datasets that include
various altitudes and all of the above datasets did not include
this requirement. Similarly to our work though, Kouris et.
al in [29] proposed altitude aware approach for detecting
vehicles using UAV while publishing their dataset as well but
unfortunately their dataset consists of only a few samples.

Overall, there has been a significant amount of research
on object detection and analysis for aerial imagery datasets
for embedded devices. However, there is still a need for
research that focuses on the application of deep learning
techniques to aerial imagery datasets on embedded devices.
The goal of this paper is to fill the gap by proposing a training
strategy for object detection in aerial imagery datasets that is
simultaneously robust to different altitudes and also suitable
for embedded devices. With a focus on detecting vehicles at
different altitudes, including both small and large vehicles of
the same class.

Fig. 1: Examples of images in the dataset. Top Left: 50
meters, Bottom Left: 150 meters, Top Right: 300 meters,
Bottom Right: 500 meters.

III. DATASETS AND PROPOSED METHODOLOGY

A. Datasets

In the absence of any other datasets for altitude evaluation,
aside from the one published in [29], it was deemed necessary
to create custom datasets for various altitudes in the same
location to suit our requirements. To have a thorough evalu-
ation as per the detection in various altitudes a location near



the University of Cyprus campus was decided to capture the
footage data in need. The location selected is a roundabout
outside the university campus. Near the roundabout, a lot
of structures can be found which can be seen above 100
meters of altitude due to the field of view of the camera,
and while flying at even higher altitudes even more and
more buildings are visible. These buildings also have solar
panels and water tanks on the rooftops, which makes our
detection task even harder from a higher altitude since they
can be easily confused by the algorithm as vehicles due to
their rectangular shapes. Furthermore, near the roundabout, a
university parking lot can be found which had several parked
vehicles. Figure 1 depicts 4 images taken from the dataset
with altitudes of 50,150,300 and 500 meters. The pictures
emphasize the difference in the field of view and the size
of the objects and the differences on visible features as the
altitude increases.

The data were captured using a small UAV developed by
DJI, the Mavic 2 Enterprise. The videos were obtained by
flying the UAV on top of the region of interest, in a single
day while adjusting the altitude of the UAV. After obtaining
these videos, images were extracted from those videos with
a step rate of 1 image per 5 frames, while all the videos were
captured at a framerate of 30 frames per second. All the data
were captured during a sunny day so the images are bright
and include minimal shadows. Furthermore, upon extracting
the images, all the data were annotated using only a single
class labeled as ’Car’ since there were only a few instances
of heavy vehicles or buses. For each altitude, which varies
from 50 to 500 meters with a 50 meters step as mentioned
above, the data were split into 3 sets, training, validation, and
testing with a split of 75%, 15%, and 15%. Table I depicts
information about each dataset as per the number of images
and a number of annotations that were included in each
dataset. By observing this table, the first thing you notice
is that upon increasing the altitude, the number of vehicles
drastically increases. This is expected since the area of field
of view visible by the UAV’s camera is bigger as the altitude
increases, capturing more vehicles that are moving or being
parked around the selected location. Also, all the datasets
have almost the same amount of images, which makes sense
since the duration for each data collection experiment was
about the same. Furthermore, all the images were kept at
their original resolution of 3840x2160 which makes it even
harder to detect objects due to the high resolution of the
images. The average size of the vehicles in pixels for each
of the datasets can be seen in Table II. As seen in the table,
the average size of the vehicles in pixels in the lower altitude
starts from a percentage of 0.5% of the image and goes down
to 0.008% of the image which is a significant 62.5x decrease
in size.

B. YoloV7

YoloV7 is the latest version of the Yolo series of networks,
which was published in 2022. YoloV7 method claims to
have much better performance than its predecessors achieving

up 161 FPS on a Tesla V100. The main contributions that
make it better than its predecessors are the Extended Efficient
Layer Aggregation (E-ELAN), Model scaling techniques, and
the trainable bag of freebies including re-parameterization
planning and auxiliary head coarse-to-fine head loss. These
all-new features intrigued us to move on and proceed with
YoloV7 as our main training model for this particular evalu-
ation. Following is a brief explanation of these new features.

E-ELAN (Extended efficient layer aggregation networks)
is a method for designing efficient neural network architec-
tures. It builds upon the ELAN (efficient layer aggregation)
architecture by adding expand, shuffle, and merge cardinality
to the computational blocks in the architecture. This allows
for the continuous enhancement of the network’s learning
ability without disrupting the original gradient path. E-ELAN
uses group convolution to expand the channel and cardinality
of the computational blocks and shuffles and concatenates the
feature maps calculated by each block into groups. The goal
of E-ELAN is to improve the inference speed of the network
while maintaining a stable state in the architecture.

Model scaling is a technique used to adjust various aspects
of a model to meet the specific requirements of an applica-
tion. These aspects can include the width (number of chan-
nels), depth (number of stages), and resolution (input image
size) of the model. In traditional concatenation-based archi-
tectures like ResNet or PlainNet, it is difficult to analyze the
effects of different scaling factors independently. YOLOv7
introduces Compound Model Scaling for concatenation-
based models to address this issue. Compound model scaling
allows for the maintenance of the optimal structure of the
model while adjusting its depth and width factors. It does
this by changing the output channel of a computational block
when scaling its depth factor and adjusting the transition
layers with the same level of change for the width factor.

Planned re-parameterized convolution (RepConvN) is a
technique that was developed to improve the performance
of RepConv in VGG architectures. However, when applied
directly to ResNet or DenseNet, it results in a significant
loss of accuracy. In YOLOv7, RepConvN is used in the
architecture to avoid identity connections when replacing
a convolutional layer with residual or concatenation by re-
parameterized convolution.

The YOLO architecture consists of a backbone, neck, and
head. The head contains the predictions made by the model.
YOLOv7 introduces the use of multiple heads, inspired by
the Deep Supervision technique. The head responsible for
the final output is called the lead head, while the head
used to assist in training the middle layers is called the
auxiliary head. YOLOv7 also introduces a Label Assigner
mechanism that generates soft labels by considering the
network’s prediction results and the ground truth together.
Soft labels are more reliable than traditional hard labels,
which are generated solely based on given rules and the
ground truth because they also consider the quality and
distribution of the prediction output.



C. Analysis Process

After capturing and preparing the datasets, we conducted
training, and overall performance analysis. In general, for
any training conducted on all datasets, including the mixed
dataset, was trained using the YOLOv7 network with default
hyperparameters and augmentations. The training augmenta-
tions included mosaic, mixup, HSV enhancements, scaling,
flipping, and rotating translations. All models were trained
for 60 epochs using pretrained weights on COCO dataset.

Our overall process consisted of three steps. The first step
of our process involved training each dataset separately using
an input size of 640x640, which is usually the default input
size for when comparing yolov7 models, in order to evaluate
the performance of each model on each individual dataset. In
the second step, we focused on the mixed altitude dataset and
trained it using various resolution sizes. These new models
were then evaluated on all datasets and more explanation and
results can be found in Section IV-B. Finally, in the perfor-
mance evaluation step, we compared the performance and
accuracy of each model from the second step using various
input sizes. The description and results of this evaluation are
seen in detail in Section IV-C.

TABLE I: Information about the number of images and
annotations per dataset.

Images Labels
Dataset Train Valid Test Total Train Valid Test Total

50m 156 20 19 195 311 48 49 408
100m 296 36 37 369 1126 135 152 1413
150m 293 36 37 366 2026 272 272 2570
200m 296 36 37 369 2112 248 262 2622
250m 294 36 37 367 3978 489 503 4970
300m 296 36 37 369 7514 920 954 9388
350m 296 36 37 369 12826 1590 1603 16019
400m 294 36 37 367 24086 2916 2968 29970
450m 295 36 37 368 38119 4658 4784 47561
500m 324 36 45 405 59819 6662 8268 74749
Mix 2839 344 360 3543 151911 17938 19815 189664

IV. EVALUATION

A. Evaluation for each Dataset

We evaluated each trained model on the test set of all
datasets. The initial results, as shown in Figure 2, reveal
that each model performs better on datasets at altitudes
near to the one on which it was trained. Models trained on
altitudes less than 150 meters perform poorly on datasets
at least 100m higher, and the same pattern is observed for
models trained on higher altitudes when evaluating lower
altitude datasets. Hence, we cannot expect models trained
on particular altitudes to generalize without retraining. The
models trained at 200m and 250m altitudes tend to perform

TABLE II: Average Size of Vehicles in pixels for each of the
datasets

Dataset
AVG Area

(Pixels)
50m 100m 150m 200m 250m 300m 350m 400m 450m 500m mix

Original 43618 13009 5436 3409 2370 1548 1005 770 729 646 7959
640x640 2154 642 268 168 117 76 49 38 36 31 54

1088x1088 6225 1857 776 487 338 221 143 110 104 92 156
1440x1440 10904 3252 1359 852 592 387 251 193 182 161 274
2160x2160 24534 7317 3058 1918 1332 870 565 433 410 363 615

better overall but still struggle with datasets above 350m. The
models trained at 400m, 450m, and 500m altitudes are not
shown in the figure because they had difficulty training even
on their own datasets, resulting in a mAP@.50 below 5% for
each model meaning the default model and hyperparameters
are not sutable for such high altitudes. This occurred because
the annotated vehicles in these datasets were significantly
smaller than those in the datasets at lower altitudes. Table II
shows the average size of vehicles in each dataset and the size
of vehicles in various image sizes that can be trained using
YOLOv7. This table also helps us determine the average
size of pixels that YOLOv7 is able to train. It seems that
YOLOv7 struggles to train objects with a size below 49
pixels after resizing. To test this theory and validate our
findings, we proceed to train the 400-500m datasets using
an image size of 1088x1088. The test was successful, with
the models achieving an accuracy of 88− 95%. For fairness,
we compare in Figure 2 only models trained on the same
640x640 resolution.

B. Mixed Altitude Evaluation

Our mixed altitude dataset features high-resolution im-
agery, with many vehicles occupying small pixel areas. Upon
resizing the Yolov7 network input to 640x640, these areas
become even smaller, as demonstrated by Table. II, second
row. Hence, the areas for different sizes such as 1088x1088,
1440x1440, and 2144x2144 were also calculated and they are
also included in Table II. Furthermore, these results show that
the areas are significantly larger so the next experiment was
to train the mixed altitude dataset with a larger input size
so that the area of the annotated vehicles would retain more
features. Typically, by training a model with a larger input
size, the performance of the detector in terms of accuracy
increases, but the inference time increases as well. Our goal
was to strike a balance between accuracy and performance
during training. To achieve this, we conducted experiments
using the sizes listed in Table II. We then reduced the
inference size to evaluate the impact on both accuracy and
FPS.

TABLE III: Performance in terms of speed on the Jetson
Xavier NX. The model naming consists of the model name,
training size and inference size.

Model Pre-process Inference + nms Post-process Total
yv7 640 416 0.006 0.021 0.001 0.027
yv7 640 512 0.006 0.027 0.013 0.046
yv7 640 640 0.006 0.040 0.003 0.049

yv7 1088 416 0.005 0.022 0.009 0.037
yv7 1088 512 0.0059 0.026 0.009 0.041
yv7 1088 640 0.006 0.04 0.01 0.05
yv7 1088 1088 0.006 0.102 0.00005 0.109
yv7 1440 416 0.06 0.0203 0.0005 0.027
yv7 1440 512 0.0058 0.0264 0.0092 0.041
yv7 1440 640 0.006 0.04 0.0005 0.046
yv7 1440 1088 0.014 0.101 0.011 0.1268

As mentioned in Section III-C, a model was trained using
the mixed dataset on each altitude using the following input
sizes 1088 × 1088, 1440 × 1440, 2144 × 2144 and we also



Fig. 2: mAP@.50 Results comparing each model, trained on specified altitude, on all the altitude datasets. The horizontal
lines represent the highest mAP for the specific altitude color.
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Fig. 3: mAP@.50 Results comparison of the high-resolution
input models with evaluation on the initial size and 640x640.

used the one trained on 640×640 from the earlier experiment.
Then, the evaluation of each model was performed with all
the datasets to test out whether the accuracy is any better
than the 640 × 640 mixed dataset model. Surprisingly, the
mAP@0.50 for all the models performed significantly high,
achieving scores above 90% as seen in Figure 3. This figure
also depicts the mAP@0.50 of the same models for a resized
inference of 640 × 640. Here is the part where we start to
see a decline in the performance for the higher resolution
such as 1440 and especially for the 2144 model. Also, the
performance drop, as expected, is seen in the higher altitude
datasets since they are the datasets with the least vehicles
average area of pixels. Having these results, we are one step
away from confirming that having a higher training input size
may result in better overall performance, the only thing left
to check is the actual influence of the inference speed.

C. Jetson Performance Evaluation

Accuracy and inference speed are both crucial factors in
evaluating the performance of UAVs in real-time applica-

Fig. 4: mAP@.50 vs FPS. Each line represents the model
trained with the input size mentioned in the legend on top
right. The markers represent the inference input size of
416,512,640 and 1088 represented as a star, a diamond, a
circle, and a rectangle respectively. Input resize of 2144,1440
are not shown as they wouldn’t run due to memory insuffi-
ciency of the Jetson device.

tions. High accuracy is necessary to ensure reliable and trust-
worthy predictions, while fast inference speed is needed to
meet the demands of real-time scenarios where time is of the
essence. Both accuracy and speed must be balanced in order
to achieve optimal performance in real-time applications. To
test the performance of the models we used an Nvidia Jetson
Xavier NX as it is a device commonly used on UAVs. We
tested the performance using a video with around 900 frames
in its original 2k resolution. Detection was performed on
each frame of the video for each model, and we calculated
the average time in milliseconds for the pre-processing of the
frames, the inference and non-maximum suppression (NMS),



Fig. 5: Detection results examples where each row represents a different model. (a) is trained on the 150-meter dataset
with a 640x640 input size, and performed a 640x640 inference. (b),(c),(e) all are trained on the mix-dataset with 640x640,
2144x2144, 1088x1088 input sizes respectively and all performed with 640x640 inference. (d) is trained on the mix-dataset
with 1088x1088 input size and performed 1088x1088 inference size



and the post-processing of the detections. Table III shows the
results of this performance test for the 640×640, 1088×1088,
and 1440 × 1440 models at their original size and resized
to 640x640, 512 × 512, and 416 × 416. The results for the
2144 model are not included in this table because Jetson was
unable to run the model due to insufficient memory. The 1440
model was also unable to run at its original resolution. All
models were converted to TensorRT with floating point 16
(FP16), to achieve the maximum performance possible, as
the Jetson devices come with an embedded CUDA graphical
processing unit with Tensor cores. The inference batch size
was set to 1 for streaming scenarios. As seen in the table, the
pre-processing time is similar and uses the central processing
unit (CPU) to process a frame. The post-processing time may
vary slightly as it depends on how many objects the model
detects, even if they are false positives. The post-processing
time will be more meaningful when we consider the mean
average precision (mAP) of the models, as we do not yet
know if the detections are false or true positives. The main
thing to consider is the inference and NMS time. From the
results, it appears that the inference and NMS time does not
increase when the initial training was performed on a higher
resolution input, indicating that the inference time mostly
depends on the input size of the image.

The final mean average precision (mAP)@0.50 evaluation
test was conducted using the mixed dataset test set to draw a
final conclusion. This test was performed on all four models
trained on the mixed dataset, using a range of input sizes.
The results of this evaluation are depicted in Figure 4, with
the frames per second on the X-axis and the mAP@0.50
on the Y-axis. Each line represents the model trained with
the input size mentioned in the legend on the top right. The
markers represent the inference input size of 416,512,640
and 1088 represented as a star, a diamond, a circle, and
a rectangle respectively. Input resize of 2144,1440 are not
shown as they wouldn’t run due to memory insufficiency of
the Jetson device.

The model that was trained with a 1088×1088 input reso-
lution outperformed the others in this evaluation. It was able
to run at over 20 frames per second for resizing resolutions
of 640, 512, and 416 while maintaining a precision of 75% in
the worst-case scenario and exceeding 90% for 640 and 512
resizing. This indicates that this model is able to maintain
a high level of accuracy and performance even at lower-
resolution inputs.

D. Discussion

Figure 5 displays some examples of detections of various
trained models for 100 and 500 meters altitude images. The
models are as follows, (a) trained on 150 meters dataset with
640x640 input size, inference on 640 × 640, (b) to (e) are
all trained on mix-dataset having (b)(c)(e) with 640 × 640,
2144×2144, 1088×1088 for training input size respectively
and all with 640×640 inference. (d) is trained on 1088×1088
and performed inference on 640× 640. As you can see from
this figure, it demonstrates our results depicted in previous

figures by having the 1088× 1088 model perform excellent
results on both low and high altitudes even after a 640×640
inference size. After conducting multiple evaluation exper-
iments, we found that training a larger input size allows a
model to learn a larger set of features, which enables it to
accurately detect objects of interest even when performing
inference on a smaller resolution. Our strategy delivers high
accuracy in detecting objects of various sizes, including
small objects, without modifying the model or seeking any
other approach during inference. The results showcase our
strategy’s effectiveness and efficiency, as seen in real-time
processing on an embedded device like the Nvidia Jetson
Xavier NX.

V. CONCLUSION AND FUTURE WORK

In this work, we presented a training strategy for aerial
object detection that is capable of detecting vehicles, at
various altitudes while maintaining real-time inference time
on an embedded device like the Nvidia Jetson Xavier NX.
Initially, training was conducted for each altitude dataset, in
order to compare the evaluation results of the trained models
on all the datasets collected. To further analyze the results,
we conducted additional evaluation experiments on a mixed
altitude dataset model. The first experiment involved training
the mixed-altitude dataset on a larger input size in order to
learn a larger set of features, with the intention of performing
inference on a smaller resolution. The results showed a
significant increase in accuracy. The models were able to
detect objects of interest at a variety of altitudes with high
accuracy and maintain real-time processing on the Nvidia
Jetson Xavier NX. The best-performed model was initially
trained on 1088x1088 with the inference size of 640x640 due
to achieving above ¿=95% mAP@50%.

The final evaluation test involved testing all possible input
sizes on the four models trained on the mixed dataset. The
results, shown in Figure 4, revealed that, once again, the
model trained with a 1088x1088 input size performed the
best. It was able to run at over 21 frames per second for
resize resolutions of 640, 512, and 416 while maintaining a
precision of 75% in the worst-case scenario and exceeding
90% for 640 and 512 resizing, as seen on 4. This indicates
that this model is able to maintain a high level of accuracy
and performance even at lower-resolution inputs. Overall, our
conclusion is that the best strategy for detecting vehicles
in various altitudes while maintaining real-time processing
on an embedded device is to have a dataset with various
altitudes, train it on a 1088x088 input size and then perform
inference with an input size of 640x640. As a final contribu-
tion, all the datasets used for this paper are shared publicly
on our website1.

As for future work, we plan to test our approach on more
challenging objects, such as people, for low to high-altitude
detection. People detection from a high altitude can be
difficult due to their features appearing almost invisible in the

1https://www.kios.ucy.ac.cy/evai/datasets/



image, resembling a ”dot”. To further challenge our approach,
we will also consider tiling techniques as demonstrated in
[30].
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