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Abstract

The continuous growth of cyber-physical systems (CPS) attacks, especially due to the conflict in Ukraine, has highlighted the need
for cybersecurity management mechanisms, due to the catastrophic consequences that a failure or attack on critical infrastructures
such as power plants. Indeed, Gartner predicts that by 2025, 30% of critical infrastructures will suffer a cyberattack. In this
context, defining the expected behaviour of the system is key to detecting and mitigating possible vulnerabilities both in the design
and runtime phases. Modelling emerges as a tool that facilitates the analysis of the security offered by the system even before the
system is implemented, allowing an early risk analysis. However, creating such a model is usually challenging due to its intrinsic
complexity, or the reconfiguration needed after a security assessment due to a new vulnerability. The situation gets even worse when
the system is a complex CPS-of-Systems, where different Constituent Systems (CS) are interconnected since cascade effects and
dependencies are stronger and we might not have all the information from the third-party CS. Also, the results of the evaluation are
typically used only during the design phase, thus missing out on potential security policies and mitigations that could be used during
the system operation. In this sense, the Manufacturer Usage Description (MUD) allows the manufacturer to define access control
policies that reduce the attack surface of a device. However, the limited expressiveness of this standard reduces the possibilities of
its application in systems with more complex policies beyond the network level. We propose the usage of the MUD standard as
a source of information for CPS modelling, providing information on interactions about third-party components of the system. In
addition, we define an extended MUD model that deals with the expressiveness problems of the MUD and allows to automatically
generate a behavioural profile that integrates the recommendations obtained from the assessment and modelling processes. The
extended MUD could be used during runtime to reduce the attack surface of the system, enforce security configuration or even
discern if a component is secure enough to be part of the ecosystem. Our approach has been validated in a real use case in the
context of smart grid, to show its applicability.

© 2022 Published by Elsevier Ltd.
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1. Introduction

According to Gartner1, the continuous growth of cyber-physical systems (CPS), which combines cyber and phys-
ical aspects, is intended to be in the spotlight of hackers. Indeed, it is predicted that through 2025, 30% of critical

1www.gartner.com/en/documents/4008351/predicts-2022-cyber-physical-systems-security-critical-infrastructure-in-focus
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infrastructure organisations will experience a security breach that will result in the halting of operations- or mission-
critical cyber-physical system2. Even ignoring the value of human life, the monetary costs to businesses in terms of
compensation, litigation, insurance, regulatory fines, and reputation damage would be substantial. The situation gets
even worse when the system is a complex CPS-of-Systems (CPSoS), where different Constituent Systems (CS) are
interconnected, cascade effects and dependencies are stronger and we might not have all the information of the third
party CS.

In this scenario, managing the security of a system throughout its lifecycle is crucial to minimise, detect and
mitigate possible security failures [1][2]. The modelling of a CPS emerges as a tool that facilitates the analysis
of the security offered by the system even before the system itself is implemented, allowing an early risk analysis
[3]. Modelling is also widely used to automate the derivation and execution of tests through techniques such as
model-based testing (MBT), reducing the time and effort needed to evaluate and certify the security of a system [4].
However, the modelling process is usually complex and expensive in terms of time, requiring high expertise and
knowledge of all the system components[5], which is almost impossible in the supply chain. Even if we manage to do
the effort to model and assess the CPS security, the results of the process (e.g., vulnerabilities found, misconfiguration,
suggestions, etc.) are usually considered only during the design phase of the system, losing valuable information that
can be used during the operation phase of the system to configure it properly or detect suspicious behaviours.

In this article, we support the modelling phase of a CPS by integrating the information contained in the Manu-
facturer Usage Description (MUD) [6] associated with the system components. This Internet Engineering Task Force
(IETF) standard defines a file format to define the expected behaviour of a device at network level, thus allowing the
specification of security policies that, once implemented, are intended to reduce the attack surface of such device. In
this direction, the data contained in the MUD file, which indicates the expected communications and indications with
other components, ports and protocols is used as input for the modelling process, integrating this information into the
CPS model. As the MUD file is intended to be public, basic information about all the system components could be
available even if they are black boxes, supporting the supply chain modelling in case of interaction with third-party
components.

Since its adoption, the MUD has received significant interest from the research community and standardisation
bodies. In particular, the National Institute of Standards and Technology (NIST) proposes the MUD standard as
a promising approach to mitigate security threats, and to cope with denial-of-service (DoS) attacks in the Internet
of Things (IoT) environment, including home and small-business networks [7]. Additionally, the European Union
Agency for Cybersecurity (ENISA) considers the use of MUD as part of IoT security good practices to improve,
allowing devices to advertise their supported and intended functionality [8]. However, the capabilities of the MUD
are tempered by the limited flexibility the model offers for defining different types of security policies, which are
limited to access control policies at network level [9].

Dealing with the presented challenges, this paper aims to

• use the MUD as a support information source for the modelling process, especially when there are third-party
components or CS that should be included in the CPS model,

• extend the MUD model to define more fine-grained security policies using the original MUD file, the CPS
model and the risk assessment results as input, containing additional information about the expected behaviour
and encountered security issues to be used during the CPS operation time,

• partially automate the generation of the proposed extended MUD file,

• validate the solution in a real context (smart grid) using a specific modelling tool (ResilBlockly) by

– comparing the original and extended MUD, evaluating the reach of the extension in each of the MUD
modules

– evaluating the integration of the MUD extension and the system model and assessment, showing which
fields have been manually introduced or generated from the model to build the extended MUD

2https://www.gartner.com/en/doc/757423-predictive-analytics-cyber-security

2



Sara Matheu et al. / Computer Standards and Interfaces 00 (2023) 1–21 3

– comparing the generation time of the standard MUD using the well know tool MUD maker and the gen-
eration time of the extended version using Resilblockly tool

In this way, we not only take advantage of the MUD as a preventive mechanism but also facilitate the modelling
process of a CPS when there are third-party CS. Furthermore, we enrich the functionality and possibilities of the IETF
MUD standard, extending the information that the standard is capable to describe while expanding the possibilities
of using the MUD beyond the manufacturing phase (e.g., for secure configuration, detection of misbehaviours and
vulnerabilities and mitigation) by integrating the results of the modelling and assessment phases, and automating its
generation.

The structure of this paper is the following: Section 2 describes the MUD standard, with a special focus on the
MUD model and its expressiveness. Section 3 analyses the main drawbacks of both the MUD and the modelling
activities, motivating the purpose of this research. Section 4 is the main core of this work, in which we define the
extended MUD model and we detail how to integrate the MUD and the extended MUD with the CPS model. The
feasibility of the proposed approach is analysed in Section 5 over a real use case, an Information and Communications
Technology (ICT) gateway operating in the smart grid context, which is one of the use cases considered within the
BIECO project3. Finally, Section 6 concludes this paper and summarises the main achievements and future work.

2. The Manufacturer Usage Description standard

The MUD is a behavioural profile standardised in 2019 within the scope of the IETF. The MUD specification’s
major goal is to limit the threat and attack surface of a certain IoT device by allowing manufacturers to establish net-
work behaviour profiles for their devices. Each profile is built around a set of policies, or Access Control Lists (ACLs),
that specify the communication’s endpoints. MUD represents a scalable and flexible approach to the definition of net-
work access policies beyond the use of IP addresses to enable communications with other services. A manufacturer
could, for example, declare that access to particular cloud services, as well as connection with other manufacturers’
devices, should be permitted. MUD also allows specifying protocols and ports for each communication to provide
a more fine-grained configuration of access control rules. The standard also enables the extension of the scheme,
allowing manufacturers to express other types of conditions or policies based on their needs. For example, while the
MUD is focused on network access control regulations, MUD model expansions are being considered for Quality of
Service (QoS) [10] aspects of the communications. However, despite this flexibility, the MUD model does not provide
mechanisms to describe more fine-grained aspects and additional security restrictions beyond the network layer.

One of the key advantages of the MUD approach is that the manufacturer is responsible for defining the devices’
behavioural profiles (instead of the typical network administrator). Indeed, the MUD design and format make it
possible to automate the creation of network access policies based on the manufacturer’s MUD profile. It should be
noted, however, that the instantiation of these profiles may be influenced by the network domain in which the device
is deployed.

2.1. The MUD model
The MUD standard restricts IoT device connections by defining ACLs, using the Yet Another Next Generation

(YANG) [11] standard to model network restrictions and using JavaScript Object Notation (JSON) [12] for serial-
isation. Towards this end, the MUD file contains two main blocks: the “mud” and “acls” containers. The “mud”
container specifies several features related to the MUD file itself. The property mud-version specifies the current ver-
sion of the MUD file, whereas the last-update defines when the current version of the file was generated. The MUD
is identified by the mud-url, that is, the URL that can be used to retrieve the MUD file. The mud-signature (optional)
verifies the integrity and authenticates the MUD file to avoid security issues. Furthermore, this container also allows
defining optional aspects such as the model of the device (model-name), the firmware and software revision (firmware-
rev, software-rev), the minimum period of time before checking for updates (cache-validity), if the device will receive
MUD/software/firmware updates (is-supported), additional information (systeminfo), link to the device documentation
(documentation) and additional extensions. Finally, the to-device-policy and from-device-policy containers represent

3https://www.bieco.org/
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access list references by indicating the appropriate direction of a specific flow to define the communication pattern of
the device.

After that, the “acls” container defines those ACLs based on [13]. Each ACL has a name, a set of conditions
to apply the rule (matches), and the actions to apply in case the conditions are satisfied (e.g., forwarding accept or
deny). By default, the MUD specifies only the allowed connections, but in certain cases, it can be also useful to
define an explicit access restriction to a service (for example, if it has been compromised). It’s worth noting that
the MUD model includes Network ACL extensions to the YANG data model, which are augmented by the MUD
standard to specify more expressive terms that facilitates the definition of high-level policies without the need to
know the associated IP addresses. These keywords are manufacturer, same-manufacturer, model, local-networks,
controller and my-controller. For example, the keywords manufacturer and same-manufacturer enable the definition
of policies to allow or deny the interaction with devices from the same manufacturer. This way, MUD files define
the type of communications and access of a certain device in the form of policies or ACLs. Some examples of these
restrictions could be “allow the communication to devices of the same manufacturer”, “allow the access to a specific
DNS service”, or “deny the access for a specific port”.

2.2. The MUD Architecture
The MUD standard also defines a high-level architecture to allow the network domain where the device is deployed

to obtain and enforce this profile. Figure 1 shows the steps and entities of the architecture:

• The device willing to access the deployment network, which will be in charge of sending the MUD URL to
the switch (Step 1). The standard proposes the usage of the Dynamic Host Configuration Protocol (DHCP)
or certificates to embed the URL, but other mechanisms have been also analysed, for example, integrating the
MUD URL in the bootstrapping protocol (e.g., within the Extensible Authentication Protocol) [14].

• The switch will forward the MUD URL to the MUD Manager (Step 2).

• The MUD Manager is the main entity of the MUD architecture. It will be in charge of asking for the MUD file
to the MUD File Manager using the MUD URL (Steps 3 and 4). Additionally, it will also retrieve a signature
to validate the integrity of the MUD file. Once the MUD is obtained, it will translate and enforce the MUD
policies over the switch (Step 5). Although the standard does not specify how to perform the enforcement,
further research has been done to enforce them in a SDNs architecture [15].

• The MUD file server, located in the manufacturer domain, stores all the MUD files from devices of a certain
manufacturer.

Device Switch

MUD 
Manager

MUD File 
Server

Deployment 
Domain

Manufacturer Domain
1. MUD 

URL

2. MUD 
URL

3. Get /MUD URL

4. MUD file

5. Enforce 
Policies

Figure 1: MUD Architecture

3. State of the art, challenges and innovation

This section reviews the main works and current challenges associated with the two building blocks that compose
our proposal. In particular, we analyse the modelling challenges to assess the cybersecurity of a CPS, the problem of
generating the MUD file in an automated way and how the expressiveness of the MUD limits their usage.
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3.1. Third-party components and time-consuming system modelling

ICT systems and solutions developed by different companies, once integrated into a single system give birth to a
so-called System-of-Systems (SoS). SoS are typically deployed on very large geographic scales, comprise a very large
number of components, are organised in a hierarchical structure, are driven by complex interactions, and their correct
operation and availability are essential. However, the efforts and investments required for their design, implementation
and maintenance are enormous. Therefore, new methodologies, principles and reliable tools are needed to manage
their evolution and address the growing complexity.

A model is an abstraction of a system that highlights its important features while neglecting all those details that
are marginal to the objective of the study. Several types of studies and activities can be conducted leveraging models of
software-intensive systems; some examples are: i) Model-Driven Engineering (MDE) [16] and Model-Based Systems
Engineering (MBSE) [17], that leverage models throughout the software and system engineering lifecycle, ii) Model-
Based Evaluation, that encompasses techniques for the evaluation of system dependability and security [18], and iii)
Model-Based Testing [19], [20], which is a technique for the automation of software testing activities.

Modelling plays a key role in all of the above activities, especially at design time when the actual system is
not available yet. However, numerous challenges related to the modelling of complex software exist [21], and the
situation gets even worse when the system under modelling is a complex CPSoS [22], which may integrate third-
party components. In the latter case, the model may have to represent heterogeneous aspects across different layers
of the technology stack from the physical, sensor and actuator layer, to communication and middleware, up to the
application layer [23]. The intrinsic complexity of adopting traditional approaches for modelling, engineering and
analysing complex CPSoS becomes high, it may end up generating the so-called spaghetti diagrams, difficult to
design and maintain, and the gained result of the entire activity may not be worth the effort. Additionally, a CPS
usually integrates third-party components from different companies whose expected behaviour and interaction with
other components may be unknown. The lack of information about these black-box components that are part of the
CPS makes it difficult and slows down the description and modelling of the system as a whole.

We study how part of the information needed for the model can be obtained semi-automatically from external
sources (e.g., the MUD standard), especially that related to the interaction among components, even if they are third-
party. Other proposals already consider the MUD as a mechanism to identify a component¡[24] or to visualise the
interactions between components [25] [26], but to the best of our knowledge, this is the first time the MUD is con-
sidered as input for the modelling process. A previous proposal [27] provides an extension of the MUD model and
its integration with the security assessment process, linking the test results with the MUD extended fields. However,
there is no link with the model created during the MBT process and therefore, the information extended and generated
in the new MUD model is limited to specific aspects.

Our proposal supports the modelling process by linking the CPS model with the system specification described
in the MUD standard. We establish a mapping between the system components and their properties and the policies
of the MUD. This way, the MUD can be used as input for the modelling process, facilitating the generation of a
preliminary model that can be later refined by the user. As a proof of concept, we implemented the integration of the
original MUD file with the model using the ResilBlockly modelling tool.

3.2. Underestimated security assessment results

The adoption of models can increase confidence and completeness in risk assessment, provide formal support
for a more objective evaluation and documentation of the risk assessment rationale through reviewable artefacts and
support change management through traceability of risks to design elements [28]. However, the results of the security
evaluation are usually considered only during the design phase to validate or certify the security of the CPS, missing
very valuable information that reports the security flaws that the system has and how they could be avoided during the
system’s operation phase. Previous results [27] paved the way for the usage of the testing report within the MUD as
a treatment mechanism. The data aggregated was intended to address or mitigate security issues encountered during
the evaluation process, reducing the attack surface to the allowed behaviours. Therefore, the MUD could be used
to enforce the recommendations provided and to monitor suspicious behaviours during the operation phase that are
outside the ones reflected in the MUD file [15].

In this paper we extended this approach, including additional data about the specific vulnerabilities and weak-
nesses discovered in the assessment phase. This information complements the security policies included in the MUD,

5
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allowing the user to check current vulnerabilities of the system and enforce possible mitigations but also to decide
whether the system has the security level required to be part of a bigger ecosystem.

3.3. MUD limited expressiveness
Despite the high benefits of the MUD standard [9], one of the main limitations is its model, which is only capable

to describe limited network layer security policies. Current literature has already taken note of this problem [29]
[30] [9] and there are already some works proposing augmented behavioural profiles. In this sense, [27] defines a
MUD profile generated from a security evaluation process including properties such as recommended key sizes or
cryptographic primitives, [14] integrates a new module in the MUD model to include Medium-level Security Policy
Language (MSPL) policies and whereas [31] extends the model by considering dynamic security aspects in the context
of smart buildings. Other works extend the model to consider additional information such as QoS [10] or directly
redefine the MUD concept to describe users’ behaviour and interactions with their devices [32]. Finally, although
there are similar approaches to the MUD standard such as the Hardware and Software Bill of materials (HBOM,
SBOM [33]) describing the different components of a system at hardware at software level and their vulnerabilities,
they focus more on the description of the components than on the security configuration.

We propose an extended MUD model from the standard one to describe security policies beyond access control at
network level. The extension allows the specification of fine-grained security policies at different TCP/IP layers related
to cryptographic configuration, security protocols, endpoints, databases, authorisation requirements, limitations on the
connections, and known vulnerabilities, similar to the BOM. The extended MUD is intended to be used during the
operation phase of the system to deploy it in a secure way following the recommended configuration or to monitor
deviations or attacks exploiting the known vulnerabilities. As an example, we generate the extended MUD of the ICT
Gateway, a middleware from the smart grid context.

3.4. Manual MUD generation
The process required to create a MUD file is named MUD generation process and, as described in the MUD

standard, this process is intended to be performed by the manufacturer. Currently, a considerable number of existing
MUD-related proposals presume that each IoT device has its own MUD file. However, in current IoT implementations,
where the MUD standard is not widely used, this assumption is not supported. As a result, we found in the current
literature different approaches that propose supporting mechanisms for the creation of this MUD file. One of the
most representatives is the MUD maker4 tool, which is used by a wide number of authors to create MUD files for
attack detection and mitigation [34] [35] [36] [37] [38]. Although this tool provides a simple interface for the user to
introduce the MUD data model fields, it is assumed that users have all this information.

Alternatively, and trying to avoid user involvement, other proposals directly generate the MUD file using the
network traffic traces from the device to identify the values for the MUD model. The MUDgee tool, created by [39]
is one of the most widely used tools that follow this technique [40] [41]. MUDgee is an open-source application that
allows the creation of MUD files from network traffic traces. In particular, the tool developers captured traffic from
28 IoT devices for 6 months and used MUDgee to generate a MUD file for each device based on their traffic traces.

Our proposal provides an automated extended MUD generation process by mapping the attributes of the CPS
model and the risk assessment results with the policies of the extended model. It is intended to complement the work
done in [27], in which only security assessment results were integrated and no automated generation was developed.
As a proof of concept, we implemented an automated generation tool for the extended MUD within the ResilBlockly
modelling and assessment tool.

4. Integrating the MUD in the system modelling

Our proposal integrates the MUD in the system modelling phase in a bidirectional way. Next sections detail
how the original MUD information is used as input for the system model, provide the details of the MUD extension
we propose and describe how the information contained at the end of the assessment process is integrated into the
extended MUD to be used during the system operation phase.

4https://www.mudmaker.org/
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4.1. From the original MUD to the model

As we mentioned before, a MUD file is associated with a component, indicating the communications that it
is allowed to establish with other components and services. This information allows for identifying dependencies
between components and accesses to external services, for example, an update server located in the manufacturer
domain. From this data, we can create the network architecture in which the device associated with the MUD is
integrated. Figure 2 shows an example of the network architecture created by obtaining information from a single
MUD file belonging to component A. The MUD file indicates that component A communicates with other system
components, B and C, and with a component external to the system (Component D). Additionally, the direction of the
communication, interfaces, protocols and ports used in each of these communications are also identified. If instead
of a single MUD file, we collect the information contained in the MUD files of all the components of the system,
we obtain the dependencies between those components and the accesses that the system will make or receive from
external services. In this sense, BOM can be used as support information to identify the system components, so their
corresponding MUD files can be later obtained.

Component 
A

Interface 1

Interface 2

Interface 3

Component BInterface 4

Interface 5

External 
Interface 6

Component C

External 
Component D

Protocol X

Protocol Y

Protocol Z

P1

P2

P3

P4

P5

P6

Figure 2: Example of network architecture from a single MUD

The MUD file does not only indicate that there is a relationship between two components, or between a component
and a service but also describes the properties of such a relationship. In this way, using the information contained in
the MUD files of all the components of a system, we can obtain the architecture of a more complex system in terms
of communications, as well as the properties associated with said communications. In particular, the information that
we collect from the MUD file to be included in the system model is the following:

• From the “mud” container, we gather metadata related to the component itself (model, software and firmware
version, manufacturer).

• From the “acls” container we establish dependencies with other components or services and the attributes
associated with the relationship given by the “matches” condition:

– Name (Uniform Resource Name, URN) of the other component or service from the “mud” submodule.

– Network protocol used in the interaction (eth, ipv4, ipv6, tcp, udp, icmp) and additional details depending
on the protocol (e.g., port, ttl).

– Egress and ingress interfaces of the component

However, although the relationships between components are useful to facilitate the creation of the system model,
the attributes that the MUD is capable of describing are very limited, as we already anticipated in section 3. In the
following subsection, we propose an extension of the MUD standard capable of integrating more detailed security
information to not only deal with this limitation but also to take advantage of the information produced at the end of
the modelling and risk assessment processes.

7
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4.2. Extended MUD model

With the objective of improving the MUD model expressiveness, we propose an extension of the information
inside that can be linked with information available in the system model. This new version includes additional aspects
related to the application level, cryptography, weaknesses and vulnerabilities of the target device. Section 2.1 shows
that in a MUD file, we find two constituent modules: “mud” and “acls” containers. Both of them have been extended
in this proposal.

Listing 1 shows the extension of the first module. The extension, marked in bold, includes information about the
possible weaknesses and vulnerabilities that the target device may have and a link to BOM information (“boms”),
which includes the BOM version and the URL. Following the Yang Tree Diagrams syntax [42], this information
has been integrated inside the ”mud” container. In particular, both vulnerabilities and weaknesses have the Com-
mon Weakness Enumeration (CWE) [43]/Common Vulnerabilities and Exposures (CVE) [44] id (“id”), record name
(“name”) and weakness/vulnerability description (“description”). Also for both blocks, likelihood (“likelihood”) and
risk estimation (“risk”) are included, having as possible values: “very low”, “low”, “moderate”, “high”, “very high”.
Specifically, risk estimation is determined according to NIST SP 800-30 matrix [45] as a combination of likelihood
and impact. In the case of weaknesses, “impact” field could take the values: “very low”, “low”, “moderate”, “high”,
“very high”. Similarly for vulnerabilities, the impact is described in the Common Vulnerability Scoring System
(CVSS) [46] base score (“cvss”) field, defined as numeric value: “0.0” (none), “0.1 - 3.9” (low), “4.0 - 6.9” (medium),
“7.0 - 8.9” (high), “9.0 - 10.0” (critical). As additional information, the weaknesses block defines submission (“date”)
and last modified date (“last modified”), whereas the vulnerabilities block contains the creation date of the record
(“date”).

Listing 1: Extended MUD Container

1 module : i e t f −mud
2 +−−rw mud !
3 +−−rw mud−v e r s i o n
4 +−−rw mud− u r l
5 +−−rw l a s t −u p d a t e
6 +−−rw mud− s i g n a t u r e ?
7 +−−rw cache− v a l i d i t y ?
8 +−−rw i s − s u p p o r t e d
9 +−−rw s y s t e m i n f o ?

10 +−−rw mfg−name?
11 +−−rw model−name?
12 +−−rw f i rmware − r e v ?
13 +−−rw s o f t w a r e − r e v ?
14 +−−rw d o c u m e n t a t i o n ?
15 +−− rw boms?
16 | +−− rw bom-url
17 | +−− rw bom-version
18 +−−rw from−dev i ce −p o l i c y
19 +−−rw to −dev i ce −p o l i c y
20 +−− rw [weaknesses]?*
21 | +−− rw id
22 | +−− rw name
23 | +−− rw description
24 | +−− rw date?
25 | +−− rw last modified?
26 | +−− rw likelihood
27 | +−− rw impact
28 | +−− rw risk
29 +−− rw [vulnerabilities]?*
30 +−− rw id
31 +−− rw name
32 +−− rw description
33 +−− rw date?
34 +−− rw likelihood
35 +−− rw cvss
36 +−− rw risk

The second container, “acls”, has been also extended (Listing 2) to add fine-grained information related to the
application layer and cryptographic parameters. Listing 2 shows the proposed extension based on the YANG Data
Model for Network ACLs standard [13]. The new model includes a database field (“database”, line 19) that provides
the internet host URI of the used databases in order to allow connections from/to databases, not only from devices.
Moreover, we integrate into the extended model a block of cryptographic details and an application layer section to

8
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describe the recommended parameters and security restrictions for each application protocol used in the communica-
tions.

Listing 2: Extended ACLs Container

1 module : i e t f −a c c e s s − c o n t r o l − l i s t
2 +−−rw a c l s !
3 +−−rw a c l * [ name ]
4 | +−−rw a c l s
5 | +−−rw a c c e s s − l i s t * [ name ]
6 | +−−rw name
7 | +−−rw t y p e ?
8 | +−−rw a c e s
9 | +−−rw ace * [ name ]

10 | +−−rw name
11 | +−−rw matches
12 | | +−−rw mud
13 | | | +−−rw m a n u f a c t u r e r ?
14 | | | +−−rw same−m a n u f a c t u r e r ?
15 | | | +−−rw model ?
16 | | | +−−rw l o c a l −n e t w o r k s ?
17 | | | +−−rw c o n t r o l l e r ?
18 | | | +−−rw my− c o n t r o l l e r ?
19 | | | +−− rw database?
20 | | +−−rw e t h ?
21 | | +−−rw ipv4 ?
22 | | +−−rw ipv6 ?
23 | | +−−rw t c p ?
24 | | +−−rw udp ?
25 | | +−−rw icmp ?
26 | | +−−rw e g r e s s − i n t e r f a c e ?
27 | | +−−rw i n g r e s s − i n t e r f a c e ?
28 | | +−− rw [keys]?*
29 | | | +−− rw kty?
30 | | | +−− rw alg
31 | | | +−− rw crv?
32 | | | +−− rw length
33 | | | +−− rw key ops
34 | | | +−− rw purpose?
35 | | | +−− rw x5u?
36 | | | +−− rw x5c?
37 | | +−− rw [application-protocol]?*
38 | | +−− rw protocol
39 | | +−− rw version
40 | | +−− rw num-connections
41 | | +−− rw [resource]?*
42 | | | +−− rw url
43 | | | +−− rw [method] *
44 | | | +−− rw auth?
45 | | | +−− rw key
46 | | | +−− rw value
47 | | +−− rw keepAlive?
48 | +−−rw a c t i o n s
49 +−−rw a t t a c h m e n t −−p o i n t s

The cryptographic block (lines 28-36) is based on the JSON Web Key (JWK) [47] standard, starting with the
“keys” parameter, which represents an array of JWK values. Inside this block, for each key, a key type (“kty”)
parameter is used to identify the cryptographic algorithm family used (“EC” for Elliptic Curves, “RSA” or “oct” are
possible values). Next, the algorithm intended to be used with the key is defined (“alg”) following the “JSON Web
Signature and Encryption Algorithms” registry established in the JSON Web Algorithms (JWA) [48] standard. For the
case of Elliptic Curve keys an additional field identifies the cryptographic curve that is used (“crv”). This parameter is
also based on the JWA [48] standard. Then, the key length (“length”) in bits, the operations (“key ops”, such as sign,
encrypt, derive key) and purpose (“purpose”, such as ciphering, authentication, confidentiality) for which the key is
intended to be used. Finally, two optional values are included: a Uniform Resource Identifier (URI) (“x5u”), referring
to a resource for an X.509 public key, and an X.509 Certificate Chain (“x5c”).

The application layer block (lines 37-47) contains, for each protocol, information about the protocol name (“proto-
col”), version (“version”) and the maximum number of simultaneous connections (“num-connections”) that the device
accepts for that protocol. Thanks to this limitation potential DoS attacks can be mitigated. Moreover, a resources block
is included in order to define the recommendations about access to the device resources. This block contains the URL
for the resource (“url”), the recommended allowed methods (“method”) and pairs of key/value (“key”, “value”) with

9
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the attributes needed to be authorised. Finally. we included the minimum amount of time an idle connection has to be
kept open (“keepAlive”). It is important to mention that this block should be repeated for each protocol we want to
specify.

4.3. From the model to the extended MUD

The proposed approach also deals with the automatic generation of the extended MUD, establishing a mapping
between the attributes of the system model and the fields described in the mud. In particular, the extension proposed
in the previous section draws mainly on two sources of information, as shown in Figure 3: the refinement of the initial
model of the system and the results of the risk assessment process carried out on the model. Tables 1 and 2 show an
overview of the mandatory and some optional MUD fields for the ACL and MUD modules obtained from each source
of information.

On the one hand, the original MUD generates an initial scheme of the system architecture, integrating attributes
related to the communications at the network level. However, this model is limited, and therefore, to be fully functional
and faithful to reality it must be refined by the tester, adding additional information that the original MUD is not
capable of describing. Part of this information, in particular the one related to the behaviour of the device (at the
network level but also at the application level), and the one related to the recommended cybersecurity configuration,
is used in the generation of the extended MUD. On the other hand, models are widely used in risk assessment, since
a model allows not only to analyse and simulate the behaviour of the system in order to discover new vulnerabilities
but also facilitates the usage of automated testing techniques, such as MBT. As a result of this assessment process,
we obtain a list of vulnerabilities and weaknesses present in the system, which can be complemented with or taken
from the components and associated vulnerabilities already identified in the BOM. Whereas this information could be
used to address such security flaws during the design phase if addressing the flaw is difficult or expensive, the product
has already been released, or the vulnerability has been discovered after an external certification process, it may be
interesting to share this information. In fact, Europe is aware of the value of sharing cybersecurity information among
the relevant stakeholders, which could be crucial to apply mitigation or develop a patch but also to detect security
flaws in similar devices. Initiatives such as the European Network and Information Security (NIS) directive [49] are
following this path.

However, it is worth noting that as the extended MUD contains sensitive cybersecurity information about the
system, it must be protected. In this sense, the original MUD represents the public information available to anyone,
which can be stored in public databases, and the extended MUD focuses on facilitating the internal sharing of both
the information of the risk assessment and the configuration recommended to reduce the risk of an attack among the
relevant (and trusted) stakeholders. Additional information on how to use the MUD file can be found in [15], where
we show how to perform the obtaining and enforcement of the MUD file using a SDN-based architecture to configure
a specific device or in [50], where authors use the MUD file for the detection of volumetric attacks based on machine
learning techniques.

System model
Original 
MUD file

Extended 
MUD file

Manufacturer

Evaluator Risk assessment

Model 
refinement

Figure 3: MUD-Modelling integration flow
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Table 1: Extraction of extended MUD files - MUD module

MUD field Taken from risk assessment Manually introduced Automatically generated
MUD version x
MUD URL x
Last update x
Signature x
mfg name x

model name x
bom x

Weaknesses x
Vulnerabilities x

Table 2: Extraction of extended MUD files - ACL module

MUD field Taken from model Manually introduced Automatically generated
ACL name x
ACE name x

matches mud database rest optional fields
matches eth, ipv4,

ipv6, tcp, udp x

keys x

application protocol
protocol, version,

resource url and method
auth key and value,
num connections

actions x (default forward)

5. Application to a smart grid use case

The next subsections detail how the integration of the modelling and the MUD is applied to a real use case, an
ICT gateway intended for smart grids modelled in the ResilBlockly tool, showing the applicability of our approach.
It is worth noting that the objective of this section is not to validate the model developed of the ICT GW, as this paper
does not propose a new modelling technique, but to validate the MUD extension and its integration in a modelling
process. In this case, we used the Resilblockly tool, but other approaches could be considered as well.

5.1. Description of the use case

The use case comprises two fundamental elements: the ICT Gateway (ICT GW), which is the system under
modelling, and ResilBlockly [51], an MDE tool we use to model the system.

5.1.1. ICT Gateway
The ICT GW [52] is a middleware intended for Smart Grids that acts as a mediator between data sourcing, actu-

ation subsystems and domain applications. Its main functionalities are the integration of heterogeneous information
from the smart grid, the provision of services for smart energy distribution to the Distribution System Operator (DSO),
and ensuring the security and resilience of the system through ICT monitoring, early detection and early diagnosis
of anomalies. The heterogeneous information is retrieved from different data and actuation subsystems like smart
meters, Remote Terminal Units, Inverters, and Grid Topology Subsystems, while the services offered to DSO mainly
belong to the areas of Operation Efficiency, Voltage Quality and Outage Diagnosis.

Figure 4 shows the logical architecture of the ICT GW, with its three architectural layers and the external compo-
nents (i.e., Graphical User Interface (GUI), Observability Grid Model, Database, Headends and Application Layer).
The system is logically divided into four layers: the Adapters Layer, which connects the ICT Gateway to the smart
grid; the Domain Logic Layer, which handles interactions with actuation subsystems and contains basic attack and
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fault detection mechanisms; the Service Layer, which specifies how the ICT Gateway communicates with other com-
ponents and applications; and the Application Layer, that includes a GUI which allows DSO operators to visually
interact with the Applications and the ICT GW functionalities. The other components shown in 4 are: i) Advanced
Metering Infrastructure (AMI) Headend, which implements a web interface for providing smart meters network data
and related events to the ICT GW; ii) Electrical Measurement (EM) Headend, that provides measurements from the
Remote Terminal Units and related alarms; iii) Inverter (INV) Headend, that provides electrical measurements from
the Inverter subsystem and notifications related to thresholds exceeding; iv) Grid Topology Headend, that provides
access to detailed topological data of the smart grids; v) the Security and Resilience, that implements fault/attack
detection mechanisms by identifying anomalies in the ICT network and the measurement devices.

ICT gateway   
Security 

& 
Resilience

GW Internal 
datamodel

Service Layer

Domain Layer

Adapters Layer

AMI 
Headend

EM 
Headend

INV 
Headend

Grid Topology 
Headend

Application LayerGUI

Figure 4: ICT gateway use case

5.1.2. ResilBlockly
ResilBlockly is a new MDE tool that has been devised and realised as the evolution of an existing software called

Blockly4SoS [53][54]. The outcome is a comprehensive tool capable of modelling the main concepts of CPSoSs,
with a reduced cognitive complexity if compared with traditional approaches, also thanks to the adoption of Google
Blockly [55]; moreover, a set of new features have been introduced that allow addressing security-related activities,
including threat modelling, risk assessment, and matching of risk to system components.

To integrate the usage of the MUD within this tool, Resilblockly has been enhanced with the ability to: i) import
existing MUD files and associate them to a component of the modelled system, ii) define new MUD files leveraging an
intuitive user interface, iii) extend the MUD file with additional information derived from the security risk assessment
process and export it.

Instead of predefined ad-hoc profiles specific for a SoS domain, with ResilBlockly, different profiles can be created
from scratch. In this case, a profile is an abstraction of components and relationships for a specific domain and a model
is an instance of a profile. This allows for modelling complex systems in any type of context, focusing on the most
relevant aspect and giving the model the required structure and refinement. In addition, the System Designer (the
modeller) can choose one of the profiles generated by a Profile Expert and instantiate it within a model specific to
their use case system; as it is not required to have deep knowledge about the domain (as, instead, the Profile Expert
is). Figure 5 shows the profile created for the ICT GW. On the left, we have the building blocks to create the profile.
We defined a class SoS with the relation is composed by system to model the different components of the CPSoS,
called Constituent Systems (CS). Each CS has different relations to model the CS interfaces. For example, we call an
interface of a CS where the services of a CS are offered to other CSs a Relied Upon Interface (RUI). Here, the service
of the SoS as a whole relies on the services provided by the respective CSs across the RUIs. We call Relied upon
Message Interface (RUMI) a message interface where the services of a CS are offered to the other CSs of an SoS.
For security aspects, we define a specific relation satisfies the condition of security CS, which models a set of security
features such as access control, cryptography parameters or authorisation conditions among others.

12
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Figure 5: ICT gateway profile

The smart grid ecosystem introduced in the previous section is modelled in Resilblockly as an instance of the
described profile. Figure 6 shows an overview of this model, while the complete version is available in ecore format5.
It encompasses several CS, i.e., the GUI, the Application Layer, the ICT GW, the EM infrastructure, the MQTT
Broker, the Security and Resilience, the Database, the Topology infrastructure, the INV infrastructure and the AMI
infrastructure. The CSs can be connected directly to the SoS. The interfaces between CSs are modelled through
RUMIs, while the messages exchanged and the services provided by the corresponding blocks are available in the
SoS profile: respectively message and service. In the model, it can be observed the Smart Grid Ecosystem (SoS), the
ICT GW (CS) and some of its CSs: Application REST API (CS), GUI REST API (CS), and GUI (CS).

Figure 6: ICT gateway model - overview

5.2. Integrating the MUD in the ResilBlockly model
The integration of the MUD standard within ResilBlockly provides useful support for the user in the task of

creating an original MUD file, as well as a source of information for the completeness of the system modelling,
especially in complex CPSoS when there are third party components and we need to integrate their interaction in the
model.

Using Resilblockly, the user can directly import a MUD file, in its original version, for the selected component
of the model. For a complex CPSoS with a high number of subsystems and components, it may be necessary several

5https://drive.google.com/file/d/1ZSTD314xiFT4f2eLrhWumSDY-CIVOLeJ/view?usp=share_link

13

https://drive.google.com/file/d/1ZSTD314xiFT4f2eLrhWumSDY-CIVOLeJ/view?usp=share_link


Sara Matheu et al. / Computer Standards and Interfaces 00 (2023) 1–21 14

MUD files, which in some cases could not be available for all of them, which is one of the main limitations of the
proposed approach. In this case, it would be useful to use external tools such as MUDgee [56], which generates a
hypothetical MUD file based on the network traces of a component or MUD Maker, which provides a user friendly
GUI to introduce the information to generate the MUD, or Resilblockly, which has been also improved to support
the manual generation of the original MUD file in case it is not available. This information is later integrated into
the model to enrich it. In this case, it is fundamental that the data in the selected file apply to the model, which
means that the value of the field “matches” in the selected JSON of the MUD should be the same as the name of
the component interface in the model. Figure 7 shows the graphical user interface (GUI) designed and implemented
within Resilblockly to support the integration of the original MUD file. As shown, the user can write manually the
fields of the MUD, similarly to existing tools such as MUD Maker, or import the MUD file, which automatically fills
in the form fields.

Figure 7: GUI implemented for the integration of the MUD file in Resilblockly

Listing 3 in Appendix A (non-bold fields) shows an extract of one of the MUD files we used as input for the
ICT Gateway model, whereas part of the model generated as a result of this input is shown in Figure 8. The
model takes as input all the information about the system components (e.g., GUI, Application Layer, ICT GW,
EM INFRASTRUCTURE, etc.) contained in their respective MUD files. In particular, for the ICT GW (CS), we can
see how the information contained in the MUD file specifically inside the ACL HTTP GW GUI REST CLIENT to HTTP GUI REST API,
from line 57, defines the communication between the ICT Gateway and the GUI CS. This information has been inte-
grated into the ICT GW component model as an interface RUMI. Similarly, the GUI CS describes this communication
in the other direction.

It is worth noting that the MUD file is intended to be created by the manufacturer during the design of the system or
component. That means that it is created without knowing the context in which it is going to be deployed. Therefore,
when the component is integrated into a CPSoS or deployed in the operational domain, it may occur policy conflicts
between the existing policies and the MUD policies. This could imply a manual resolution of conflicts.

Figure 8: ICT gateway model - interfaces
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5.3. Risk assessment

ResilBlockly assists the user in conducting risk assessments leveraging the integration with online catalogues of
threats to security as CWE, CVE, Common Attack Pattern Enumeration and Classification (CAPEC)6, National Vul-
nerability Database (NVD)7 and scoring systems as CVSS. In the use case context, the purpose of the risk assessment
is to determine the risk information about a particular ICT solution, part of the supply chain, that constitutes the sys-
tem under analysis and is examined for identifying potential weaknesses, vulnerabilities, and attack patterns, as well
as impacts to the system components that could, later on, constitute an issue, especially in case of propagation over
for the supply chain.

To facilitate this process, ResilBlockly leverages public databases to associate a list of weaknesses and vulnera-
bilities associated with the system components. However, the list can be appropriately integrated with custom weak-
nesses and vulnerabilities which may be retrieved from different sources. A risk is associated with each weakness
and vulnerability encountered, calculated as the product between the impact (Base Score from the CVSS standard,
where available, or established by the user otherwise) and the likelihood (established by the user), following the NIST
approach and risk matrix [45].

For the ICT GW component, and specifically for the interface mentioned before, HTTP GW GUI REST CLIENT to
HTTP GUI REST API, 11 CVEs have been associated with it. We selected three potential weaknesses/vulnerabili-

ties to be included in the extended MUD file:

• CWE-648: Incorrect Use of Privileged APIs - Description: The application does not conform to the API re-
quirements for a function call that requires extra privileges. This could allow attackers to gain privileges by
causing the function to be called incorrectly

• CVE-2016-10735: In Bootstrap 3.x before 3.4.0 and 4.x-beta before 4.0.0-beta.2, XSS is possible in the data-
target attribute, a different vulnerability than CVE-2018-14041.

• CVE-2018-14041 In Bootstrap before 4.1.2, XSS is possible in the data-target property of scroll spy.

5.4. Generating the extended MUD from ResilBlockly

Listing 3 shows an excerpt of the extended MUD JSON pertaining to interfaces of the ICT GW model generated
from ResilBlockly. In particular, the interface from the ICT GW to the GUI (HTTP GW GUI REST CLIENT to HTTP GUI
REST API) and the interface from the ICT GW to the database (ICT GW to GW DATAMODEL DB). The informa-

tion contained in the file is in part retrieved from the modelled components and from the results of the Risk Assessment
(e.g., the Weaknesses and Vulnerabilities, as well as the risk-related information), and in part retrieved from the re-
finement of the user over the model.

As we can see, the information obtained from the risk assessment, in particular the three CVEs selected in the
previous section, have been integrated into the weaknesses and vulnerabilities fields (lines 17 to 42). Each vulnera-
bility described includes the impact, likelihood and risk calculated in the risk assessment phase, as well as additional
information available in the public database. Lines from 43 to 80 describe the communication between the ICT GW
component of the model and the GUI REST API (HTTP GW GUI REST CLIENT to HTTP GUI REST API inter-
face), whereas lines from 82 to 101 describe the communication between the ICT GW and the database. All the ACLs
are firstly defined (lines from 6 to 16), indicating the direction of the communication e.g., from the device or to the
device. The first ACE includes characteristics of the used protocols at network (ipv4, line 51), transport (tcp, line 55)
and application level (HTTP, line 63). Additionally, the MUD integrates fine-grained security information such as the
protocol version, the maximum number of connections allowed, and the cryptographic suite configuration (line 70)
recommended for the integrity protection of the exchanged messages. The second ACL, related to the communication
with the database, shows how the proposed extension can reflect this type of communication (line 88), beyond network
components and services.

6https://capec.mitre.org/
7https://nvd.nist.gov/
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Table 3: comparison

Concept Extended MUD [27] [59] [57] [58] [14]
Application layer protocols x x (HTTP) x (DTLS, TLS) x

Databases x
Vulnerabilities x

Weaknesses x
Cryptography keys and certificates keys certificates keys and certificates x

Connection restriction x x x
Authorisation x x x

SBOM/HBOM x SBOM

5.5. Evaluation

Figure 9 compares the amount of information specified in the original and the extended MUD files generated for
the ICT GW. In the original MUD file of the ICT GW, the MUD container represents 60% of the information, whereas
the ACL container describes the 40% remaining. From this data, 71,43% has been integrated into the initial system
model. The graph shows how the extended MUD doubles the information defined in the original one, and how the
majority of the new information has been placed in the ACL container, which represents now 111,4% of the amount
of data with respect to the original MUD.
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Figure 9: Extension of the MUD model separated by container

Table 3 compares different proposals for an extended MUD. In particular, we focus on similar works that address
the concepts that have been considered in the proposed extension. Thus, we find that [27], [57] and [14] also consider
some application-level protocols and cryptographic configuration, while other proposals focus on specific aspects
such as the inclusion of a reference to the SBOM ([58]). The most complete extension is proposed at [14]. However
that extension does not maintain the standard structure of the MUD, but instead adds an appendix to the ACL block
to describe more complex policies. Our proposal integrates concepts that have been taken into account in several
extensions, as well as additional concepts such as the relationship with databases or the presence of vulnerabilities and
weaknesses while keeping the MUD structure. Furthermore, none of these works addresses the automatic generation
of the extended MUD that is proposed, while we propose the integration of the extended MUD generation with the
model of the system.

Figure 10 compares the generation time of the original MUD file using the well-known tool MUD maker, and
the generation time of the extended MUD using Resilblockly functionality. The graph also shows the time spent
by a user filling in manually all the fields required for the ICT GW MUD and the time the tool takes to generate
the corresponding MUD. The user input time was measured using Selenium IDE in Mozilla Firefox. Naturally, the
generation time of the extended MUD, 2’3 s for generation and 21’1 s for user input, is higher than in the original
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one, which is reduced to 0’9 s for generation and 3’1 s for user input. However, the extended MUD allows to describe
details that were not within the scope of the original MUD and the implementation made on Resilblockly allows
certain customisation aspects such as the nomination of aces, something that MUD maker does not allow, implying
an additional input for the user. In addition, it is important to mention that the MUD generation process is understood
as something punctual, at the end of the system development. Therefore, the time spent in such a generation may not
be as critical as the amount of information that can be described.
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Figure 10: Generation time comparison between MUD Maker (original MUD) and Resilblockly (extended MUD)

6. Conclusions and future work

The high hyper-connectivity to which CPSs are subject creates new attack surfaces through which the system
can be compromised, so early and continuous risk management is key to reducing possible cyberattacks. In this
paper we have analysed some of the main challenges of modelling techniques, a technique focused on describing
the expected behaviour of the system with the aim of detecting malfunctions or security vulnerabilities through a
subsequent risk assessment process. Among these challenges, we highlight the complexity of the CPSoS modelling
process, which usually has black box components created by third parties that must be integrated into the model. Our
work analyses the possibilities of integrating the modelling process with the MUD standard, which despite having
certain expressiveness limitations, allows the manufacturer to describe the behaviour of a component in a standardised
and public way. We have studied which information from the MUD could be integrated into the model, filling in the
gaps of external components.

As a second result, we have discussed the benefits of taking advantage of the modelling and risk assessment results
to automatically generate an extended behavioural profile based on the MUD structure to increase the expressiveness
of the file and extend the utility of the MUD standard. In this way, the possibility of using it during the runtime phase
opens up to monitor suspicious behaviours, launch recommended security policies or mitigations after a security
analysis or even discern if a component is secure enough to be part of a larger system.

The usefulness of both results has been validated by applying them to a use case in a real CPS, in the context
of smart grid, using the Resilblockly modelling tool developed in the BIECO project. The results obtained help to
visualise the scope of the profile extension, which doubles the information contained in the original MUD, and its
integration in the modelling, since 71% of the information has been obtained from the system model and the risk
assessment process.

Future work has been planned for some of the limitations analysed in the valuation; i) the policy conflict resolution
in case there is a mismatch between the policies of the system and the policies described in a new system component,
which could derive in conflicts when integrating the MUD in the model, or ii) the necessity of a MUD file for the
integration, which requires the consideration of tools to generate a draft of the profile and may not be accurate enough.
Finally, another working path focuses on the subsequent use of the extended profile. Although there are already works
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that address its use in attack monitoring and detection, as well as deployment of security policies, one of the advantages
of CPSoS is related to the feasibility of analysing whether a component is adequate in terms of security to be part of
a complex system, applying possible reconfigurations to enhance it.
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Appendix A. ICT GW MUD model

Listing 3: Extended MUD Exported from ResilBlockly ICT GW model

1 {
2 ” i e t f −mud : mud ” : {
3 ”mud−v e r s i o n ” : ” 1 ” ,
4 ”mud− u r l ” : ” h t t p s : / /www. ICTGatewayGUI . com / i c t g w . j s o n ” ,
5 . . .
6 ” from−dev i ce −p o l i c y ” : {
7 ” a c c e s s − l i s t s ” : { ” a c c e s s − l i s t ” : [
8 { ” name ” : ”HTTP GW GUI REST CLIENT to HTTP GUI REST API ” } ,
9 { ” name ” : ”ICT GW to GW DATAMODEL DB ” } ,

10 . . .
11 ] } } ,
12 ” to −dev i ce −p o l i c y ” : {
13 ” a c c e s s − l i s t s ” : { ” a c c e s s − l i s t ” : [ {
14 ”name ” : ”HTTP GW GUI REST CLIENT from HTTP GUI REST API ” } ,
15 . . .
16 ] } } ,
17 ”weaknesses”:
18 [ { ”id”: ”CWE-648”,
19 ”name”: ”Incorrect Use of Privileged APIs”,
20 ”description”: ”The application does not conform to...”,
21 ”date”: ”2021-06-22”,
22 ”likelihood”: ”Low”,
23 ”impact”: ”Moderate”,
24 ”risk”: ”Low”
25 } ] ,
26 ”vulnerabilities”:
27 [ { ”id”: ”CVE-2016-10735”,
28 ”name”: ”CVE-2001-1494”,
29 ”description”: ” In Bootstrap 3.x before 3.4.0 and 4.x-beta ...”,
30 ”date”: ”2021-06-14”,
31 ”likelihood”: ”Moderate”,
32 ”risk”: ”Moderate”,
33 ”cvss”: ”6.1”
34 } ,
35 { ”id”: ”CVE-2018-14041”,
36 ”name”: ”CVE-2001-1494”,
37 ”description”: ”In Bootstrap before 4.1.2, XSS is possible ...”,
38 ”date”: ”2021-06-14”,
39 ”likelihood”: ”Moderate”,
40 ”risk”: ”Moderate”,
41 ”cvss”: ”6.1”
42 } ] } ,
43 ” i e t f −a c c e s s − c o n t r o l − l i s t : a c l s ” : {
44 ” a c l ” : [
45 { ”name ” : ”HTTP GW GUI REST CLIENT to HTTP GUI REST API ” ,
46 ” t y p e ” : ” ipv4−a c l − t y p e ” ,
47 ” a c e s ” : {
48 ” ace ” : [
49 { ”name ” : ”5074−Rule1 ” ,
50 ” matches ” : {
51 ” ipv4 ” : {
52 ” p r o t o c o l ” : 6 ,
53 ” i e t f −a c l d n s : d s t −dnsname ” : ” i c t −gateway−g u i ”
54 } ,
55 ” t c p ” : {
56 ” sou rce −p o r t ” : {
57 ” p o r t ” : 8883
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58 } ,
59 ” d e s t i n a t i o n −p o r t ” : {
60 ” p o r t ” : 8884
61 }

62 } ,
63 ”applicationProtocol”: [
64 { ”protocol”: ”HTTP REST”,
65 ”version”: ”3.1.1”,
66 ”numConnections”: 1,
67 ”keepAlive”: 60
68 }

69 ] ,
70 ”keys”: [
71 { ”kty”: ”EC”,
72 ”alg”: ”ECDH-ES”,
73 ”crv”: ”P-256”,
74 ”length”: 256,
75 ”key ops”: ”enc”,
76 ”purpose”: ”integrity”
77 } ]
78 } ,
79 ” a c t i o n s ” : { ” f o r w a r d i n g ” : ” a c c e p t ” }
80 } ] } }
81 {

82 ”name ” : ”ICT GW to GW DATAMODEL DB” ,
83 ” t y p e ” : ” ipv4−a c l − t y p e ” ,
84 ” a c e s ” : {
85 ” ace ” : [
86 { ”name ” : ”5074−Rule1− f r d e v ” ,
87 ” matches ” : {
88 ( *\ b f s e r i e s ” i e t f −mud : mud ” : \ { ” d a t a b a s e ” : ” da t amode l ” \ } , } @*)
89 ” ipv4 ” : {
90 ” p r o t o c o l ” : 6 ,
91 ” i e t f −a c l d n s : d s t −dnsname ” : ”gw−da t amode l ” } ,
92 ” t c p ” : {
93 ” sou rce −p o r t ” : {
94 ” p o r t ” : 8 0 2 0 } ,
95 ” d e s t i n a t i o n −p o r t ” : {
96 ” p o r t ” : 8021
97 } }

98 } ,
99 ” a c t i o n s ” : {

100 ” f o r w a r d i n g ” : ” a c c e p t ”
101 } } ] } }
102 . . .
103 ] } }
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2019, Póvoa de Varzim, Portgal. doi:https://doi.org/10.1016/j.procir.2019.04.239.
URL https://www.sciencedirect.com/science/article/pii/S2212827119308868

[4] S. N. Matheu-Garcı́a, J. L. Hernández-Ramos, A. F. Skarmeta, G. Baldini, Risk-based automated assessment and testing for the cybersecurity
certification and labelling of IoT devices, Computer Standards & Interfaces 62 (2019) 64–83.

[5] S. N. Matheu, J. L. Hernández-Ramos, A. F. Skarmeta, G. Baldini, A Survey of Cybersecurity Certification for the Internet of Things, ACM
Computing Surveys (CSUR) 53 (6) (2020) 1–36.

[6] E. Lear, D. Romascanu, R. Droms, Manufacturer Usage Description Specification (RFC 8520) (2019).
URL https://tools.ietf.org/html/rfc8520

[7] T. Polk, M. Souppaya, W. C. Barker, Mitigating IoT-Based Automated Distributed Threats (2017).
URL https://www.nccoe.nist.gov/sites/default/files/library/project-descriptions/

iot-ddos-project-description-draft.pdf

[8] ENISA, Good Practices for Security of IoT - Secure Software Development Lifecycle.
URL https://www.enisa.europa.eu/publications/good-practices-for-security-of-iot-1

19

https://eur-lex.europa.eu/eli/reg/2019/881/oj
https://eur-lex.europa.eu/eli/reg/2019/881/oj
https://eur-lex.europa.eu/eli/reg/2019/881/oj
https://eur-lex.europa.eu/eli/reg/2019/881/oj
https://doi.org/10.6028%2Fnist.cswp.04162018
https://doi.org/10.6028%2Fnist.cswp.04162018
https://www.sciencedirect.com/science/article/pii/S2212827119308868
https://www.sciencedirect.com/science/article/pii/S2212827119308868
http://dx.doi.org/https://doi.org/10.1016/j.procir.2019.04.239
https://www.sciencedirect.com/science/article/pii/S2212827119308868
https://tools.ietf.org/html/rfc8520
https://tools.ietf.org/html/rfc8520
https://www.nccoe.nist.gov/sites/default/files/library/project-descriptions/iot-ddos-project-description-draft.pdf
https://www.nccoe.nist.gov/sites/default/files/library/project-descriptions/iot-ddos-project-description-draft.pdf
https://www.nccoe.nist.gov/sites/default/files/library/project-descriptions/iot-ddos-project-description-draft.pdf
https://www.enisa.europa.eu/publications/good-practices-for-security-of-iot-1
https://www.enisa.europa.eu/publications/good-practices-for-security-of-iot-1


Sara Matheu et al. / Computer Standards and Interfaces 00 (2023) 1–21 20

[9] J. L. Hernandez-Ramos, S. N. Matheu, A. Feraudo, G. Baldini, J. B. Bernabe, P. Yadav, A. Skarmeta, P. Bellavista, Defining the Behavior
of IoT Devices Through the MUD Standard: Review, Challenges, and Research Directions, IEEE Access 9 (2021) 126265–126285. doi:

10.1109/ACCESS.2021.3111477.
URL https://ieeexplore.ieee.org/document/9531614/

[10] E. Lear, J. Henry, R. Barton, Determining Nominal Quality of Service needs of a Device.
URL https://www.tdcommons.org/dpubs_series/1625

[11] M. Bjorklund, The YANG 1.1 data modeling language (RFC 7950) (2016).
URL https://tools.ietf.org/html/rfc7950

[12] T. Bray, The JavaScript Object Notation (JSON) Data Interchange Format (RFC8259) (2017).
URL https://tools.ietf.org/html/rfc8259

[13] M. Jethanandani, D. Blair, L. Huang, S. Agarwal, YANG Data Model for Network Access Control Lists (RFC8519) (2019).
URL https://tools.ietf.org/html/rfc8519

[14] S. N. Matheu, A. Robles Enciso, A. Molina Zarca, D. Garcia-Carrillo, J. L. Hernández-Ramos, J. Bernal Bernabe, A. F. Skarmeta, Security
architecture for defining and enforcing security profiles in DLT/SDN-Based IoT systems, Sensors 20 (7) (2020) 1882.

[15] S. N. M. Garcı́a, A. Molina Zarca, J. L. Hernández-Ramos, J. B. Bernabé, A. S. Gómez, Enforcing Behavioral Profiles through Software-
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