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v

The development of technologies and computing resources has not only expanded the range 
of digital services in all spheres of human activity, but also determined the range of targeted 
cyber attacks. Targeted attacks are aimed at destroying not only the business structure, but 
also its individual components that determine critical business processes. The continuity of such 
business processes is a critical component of any company, organization or enterprise of any form 
of ownership, which has a critical impact on making a profit or organizing production processes.  
The proposed concept of determining the security level of critical business processes is based on 
the need to use multiloop information security systems. This makes it possible to ensure the con-
tinuity of critical business processes through a timely objective assessment of the level of security 
and the timely formation of preventive measures. This approach is based on the proposed rules for 
determining the reach of a given security level, based on assessments of the integrity, availability 
and confidentiality of information arrays, as well as computer equipment for different points of 
the organization's business processes. The issues of applying situational management methods to 
ensure the safe functioning of objects of socio-cyber-physical systems, logical and transformational 
rules that form the foundation for building a situational type cybersecurity management system are 
considered. One of the main tasks of systems of this type is described – the task of replenishing 
the description of the situation. The use of pseudophysical logics, various types of pseudophysical  
logics, the method of their construction and their interconnection are proposed. Particular at-
tention is paid to causal pseudophysical logic, as the least developed for the purposes of ensuring 
cybersecurity. The formation of smart technologies, as a rule, uses the wireless standards of 
communication channels IEEE 802.11X, IEEE 802.15.4, IEEE 802.16, which use only authentication 
protocols and privacy mechanisms that are formed on the basis of symmetric algorithms. In the 
conditions of the post-quantum period (the appearance of a full-scale quantum computer), the 
stability of such algorithms is questioned. Such systems, as a rule, are formed on the basis of the 
synthesis of socio-cyber-physical systems and cloud technologies, which simplifies the implemen-
tation of Advanced Persistent Threat attacks, both on the internal loop of control systems and on 
the external one.

The proposed creation of multi-circuit information protection systems allows for an objective 
assessment of the flow state of the system as a whole and the formation of preventive measures 
against cyber threats. 

In the third chapter, models of probable threats and information protection in public networks 
are proposed. The most general model of the formal description of the protection system is the 
model of the security system with full overlap, in which a complete list of protection objects and 
threats to information is determined, and means of ensuring security are determined from the 
point of view of their effectiveness and contribution to ensuring the security of the entire tele-
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communications system. It is also shown that the combination of four models (M1, M2, M3, M4)  
in various variants provides wide opportunities for modeling various known types of threats and 
their implementation. However, in connection with the continuity of the process of developing 
new and improving existing methods and means of implementing threats, it is necessary to use 
such approaches to ensuring information protection that allow detecting and preventing threats of 
unknown types and carrying out dynamic correction of protection behavior, adapting it to specific 
application conditions. The M5 basic model is described, which enables continuous refinement of 
threat classes and response measures, and continuous training of the adaptive component of 
the CSI, which, in turn, detects and prevents threats of unknown types. The M6 basic model is 
introduced with the aim of obtaining higher security due to the presence of a special module of 
internal diagnostics that diagnoses the entire protection system, decides on the correction of the 
SHI behavior algorithm, and makes it possible to achieve SHI fault tolerance; a special module that 
diagnoses the communication channel with subsequent changes in the level of protection, allows to 
achieve the adaptability of the SHI.

The fourth chapter is deal with the development of cryptographic primitives based on cellular 
automata. The definition of a cellular automaton is given and the elementary rules of intercellular 
interaction are described.

A number of generators of pseudorandom binary sequences have been developed based on a 
combination of elementary rules of intercellular interaction, as well as cell interaction according to 
a rule of our own development.

In the "cryptographic sponge" architecture, a cryptographic hashing function with a shuffling 
function based on cellular automata was developed and its statistical characteristics and avalanche 
effect were investigated.

A block cipher in the SP-network architecture is constructed, in which cellular automata are 
used to deploy the key, and the encryption process is based on elementary procedures of replace-
ment and permutation. Substitution blocks are used from the well-known AES cipher, a description 
of a stream cipher is given, where a personal computer keyboard and mouse are used as the initial 
entropy. Random data received from the specified devices is processed by a proprietary hashing 
function based on a "cryptographic sponge". All developed cryptographic functions and primitives 
demonstrated good statistical characteristics and avalanche properties.

The fifth chapter proposes a methodology for analyzing the quality of the mechanism for validat-
ing the identified vulnerabilities of a corporate network, which is based on integral equations that 
take into account the quantitative characteristics of the vulnerability validation mechanism under 
study at a certain point in time. This technique allows to build the laws of distribution of quality 
indicators of the vulnerability validation process and quantify the quality of the mechanism for 
validating detected vulnerabilities, which allows to monitor and control the validation of identified 
vulnerabilities in real time during active security analysis. A method is proposed for constructing 
a fuzzy knowledge base for making decisions when validating vulnerabilities of software and hard-
ware platforms with an active analysis of the security of a target corporate network based on the 
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use of fuzzy logic, which makes it possible to provide reliable information about the quality of the 
mechanism for validating vulnerabilities indirectly. The constructed knowledge base allows to form 
decisive decision-making rules for the implementation of a particular attacking action, which allows 
to develop expert systems to automate the decision-making process when validating the identified 
vulnerabilities of target information systems and networks. An improved method of automatic 
active security analysis is proposed, which, based on the synthesis of the proposed models, tech-
niques and methods, allows, in contrast to the existing ones, to abstract from the conditions of 
dynamic changes in the environment, i.e. constant development of information technologies, which 
leads to an increase in the number of vulnerabilities and corresponding attack vectors, as well as an 
increase in ready-to-use exploits of vulnerabilities and their availability, and take into account only 
the quality parameters of the vulnerability validation process itself.

Keywords
Cybersecurity, models of the threat, crypto-code constructions, simulation modelling, automa-

tion, radio engineering research, security measures.
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1

1 Introduction

A feature of the present time is the transition from an industrial society to an informational 
one. At the same time, information becomes a more important resource than material or energy 
resources. The rapid growth of computing resources, the emergence of a full-scale quantum com-
puter increases the requirements for security systems not only for information and communication 
systems, but also for cyber-physical systems and technologies.

The main types of models used in modeling the behavior of intelligent agents are discussed in 
Chapter 2. The joint use of models of different classes together with the consideration of various 
aspects of the behavior of agents in conditions of cyber conflict makes it possible to obtain a syn-
ergistic effect of the proposed modeling methodology. The originality of the approach associated 
with the introduction into consideration of the concept of the contour of business processes as an 
integral object to be protected. Joint consideration of the contour of business processes of the 
organizational and technological system and the contour of business processes of the cybersecurity 
system can be considered as another condition for the manifestation of the synergy of the process-
es under consideration. Also worthy of attention is the idea of the spatio-temporal structure of the 
model basis proposed by the authors, which reflects not only the distribution of the set of models 
over the corresponding levels of the proposed methodology, but also sets the sequence of their 
interaction. This approach can be considered as the closure of a set of conditions for the manifes-
tation of the synergistic properties of the proposed methodology for modeling conflict-cooperative 
interaction between the parties to a cyber conflict.

In Chapter 3 the concept of ensuring the protection of information in social networks is pro-
posed, based on mathematical models of information protection, taking into account the specific 
parameters of the social network, external influences carried out on the network, taking into ac-
count the nonlinear relationships of the parameters with the protection system and the parameters 
of the impact of individual characteristics of users and the nature of connections between them.

In Chapter 4, practical aspects of the methodology for constructing post-quantum algorithms for 
asymmetric McEliece and Niederreiter cryptosystems on algebraic codes (elliptic and modified ellip-
tic codes), their mathematical models and practical algorithms are considered. Hybrid crypto-code 
constructions of McEliece and Niederreiter on defective codes are proposed. They can significantly 
reduce the energy costs for implementation, while ensuring the required level of cryptographic 
strength of the system as a whole. The concept of security of corporate information and educa-
tional systems based on the construction of an adaptive information security system is proposed.

The material of the monograph is scientifically new and, in many respects, contains its own 
results of scientific research obtained by the authors and published in a number of scientific arti-
cles. The material is presented at a high scientific and, at the same time, accessible level, and is 
properly formatted.
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Abstract

The development of technologies and computing resources not only expanded the spec-
trum of digital services in all areas of human activity, but also defined the spectrum of targeted 
cyber attacks. The object of the study is the process of ensuring the safety of critical business pro-
cesses that ensure the continuity of production and / or functioning of the company / organization / 
enterprise as a whole. Targeted attacks are aimed at destroying not only the business structure, 
but also its individual components that determine critical business processes. Continuity of such 
business processes is a critical component of any company, organization or enterprise of any form 
of government, which critically affects the earning of profits or the organization of production 
processes. The proposed concept of determining the security level of critical business processes 
is based on the need to use multi-circuit information protection systems. This allows to ensure 
the continuity of critical business processes through a timely objective assessment of the level of 
security and the timely formation of preventive measures. This approach is based on the proposed 
rules for determining the achievement of a given level of security, which are based on assessments 
of the integrity, availability and confidentiality of information arrays, as well as computer equipment 
in relation to various points of the organization’s business processes. The use of threat integration 
on the internal and external contours of the protection system allows to ensure the necessary level 
of security and continuity of the production / technological process of critical business processes. 
The issues of applying the methods of situational management to ensure the safe functioning of 
objects of socio-cyber-physical systems are considered. Logical-transformational rules that form 
the foundation for building a situational type cybersecurity control system are considered. One of 
the main tasks of systems of this type is described – the task of replenishing the description of 
the situation. The use of pseudophysical logics is proposed. Various types of pseudophysical logics, 
the method of their construction and their interrelation are considered. Particular attention is paid 
to causal pseudophysical logic, as the least developed for the purposes of ensuring cybersecurity. 
The proposed method of providing basic security services: confidentiality, integrity and authenticity 
based on crypto-code constructions takes into account the level of secrecy of information trans-
mitted over wireless channels and / or stored in databases of socio-cyber-physical systems. The 
use of post-quantum algorithms – McEliece / Niederreiter crypto-code constructions on elliptic / 
modified elliptic / lossy / low-density parity-check code provides the necessary level of stability in 
the post-quantum cryptoperiod (crypto-stability at the level of 1025–1035 group operations), speed 
and probability of information (Рerr not lower than 10-9–10-12). The proposed method of informa-
tion exchange using wireless communication channels ensures their practical implementation on 
resource-limited devices (creating of CCC on the GF field (24–26).

2 Methodological foundations for managing the  
security of socio-cyber-physical systems
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2.1 Pseudo-physical logics in control of cyber security systems

In [1], based on the analysis of modern control systems, it was shown that they are mainly 
focused on controlling objects of a physical nature. The peculiarities of socio-cyber-physical sys-
tems dictate the need to revise traditional management methods and transform the management 
system in such a way that it takes into account the presence of a person both in the object and in 
the control loop. As an approach, the use of situational management mechanisms is proposed. The 
comparison demonstrated wider possibilities and scope for managing socio-cyber-physical systems 
in comparison with traditional control systems and Situational Awareness systems. It was stated 
that the application of methods and mechanisms of situational cybersecurity management of these 
systems will require consideration of a wider class of types of relationships that exist in socio-cy-
ber-physical systems, which should be based on the use of pseudo-physical logics. Situational man-
agement, as an approach based on management by precedents (situations), leads to the need to 
solve a number of problems, including not only the introduction of a clear definition of the concept 
of a situation, but also the creation of a classifier of situations (primarily emerging in cyberspace), 
instead of traditional classifiers of threats and attackers.

When working with objects of socio-cyberphysical systems, a problem arises related to the 
fact that in order to manage such objects, it is necessary to describe a unique object of manage-
ment and take into account in this description not only its specific structure and functioning, but 
also people’s behavior, as well as the possibilities of the object’s evolution in time [2–3]. The basis 
of such a description can be the concept of a situation, which is more general than the description 
of a state in traditional control systems.

Unfortunately, even in the fundamental work [4], the definition of the situation is given in the 
most general form, with a distinction between the current situation at the control object (the to-
tality of all information about the structure of the control object and its functioning at a given time) 
and the complete situation, as a set consisting of from the current situation, knowledge about the 
state of the control system at the moment and knowledge about the control technology.

Let’s denote complete situations by Si (i is the distinguishing number of the situation), and 
current situations by Qj (j is the distinguishing number of the situation). Let the control system 
have n different ways of influencing the control object (one-step solutions). Each such decision will 
be denoted as Uk (k is the distinctive index of the action). The elementary act of management is as 
follows. If the situation Qj has developed at the control object and the state of the control system 



models of socio-cyber-physical systems security

4

and the technological control scheme determined by Si allow the use of the influence Uk, then it is 
applied, and the current situation Qj turns into a new situation Qj. The formal record of this action 
can be presented in the following form:

S Q Ql j U lk
: .� ��

Such transformation rules are called logical transformation rules (LTR) or correlation rules. 
The full list of LTRs reflects the capabilities of the control system to ensure the safety of the 
facility. In other words, logic-transformational rules can be considered as actions of the security 
system that lead to a change in the situation at the control object (preventing cyber-attacks, 
eliminating the consequences of successful attacks, increasing the efficiency of intrusion detec-
tion systems, etc.).

Within the framework of this approach, the tasks of concretizing the description of the situa-
tion and developing mechanisms for replenishing the description of situations at objects of socio-cy-
ber-physical systems arise from the point of view of ensuring cybersecurity. The last task can be 
considered as information enrichment due to the information stored in the system memory. Let’s 
call such a problem completion of the description.

The main task is to build a special system that provides replenishment of the description coming 
to the input. In the most general form, the system can be defined as a system of productions of 
the form

� � � �; ; .�

Here g means some condition, the fulfillment of which allows the use of the product. Let a 
denotes a fragment of the structure (description), which is subject to transformation. The trans-
formation itself consists in replacing fragment a with a new fragment b. Within the framework of 
solving the problem of replenishment of descriptions, the fragment b must be in some sense richer 
than the fragment a. Finally, d is some condition modifier g. After applying the production, this 
modifier changes the condition of applicability of this rule or leaves it unchanged.

Different systems of description completion differ from each other in how the products are 
organized and what the strategy looks like for applying them to the original description and the 
intermediate descriptions resulting from the completion process. A system of productions, in par-
ticular, can form a certain logical system. Such a system should reflect the patterns inherent in a 
given problem area and methods for constructing solutions based on a description of situations in it. 
At the same time, productions can be divided into three types: deductive, inductive and traductive. 
In productions of the first type, the fact b is a particular fact following from the fulfillment of the 
condition g and the simultaneous presence of the fact a in the description being transformed. For 
inductive productions, the fact b is more general than the fact a that satisfies the condition g. 
Finally, under traductive production, the facts b and a have the same degree of generality.
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Production systems have a number of properties that make them a very convenient tool for 
describing a description completion system and its software implementation:

– autonomy – any product can be removed from it or added to it, while all other products 
remain unchanged, which makes the product system flexible and easily adaptable to any changes in 
the problem area. Adaptation of products can also occur due to changes in g and d, which allows, 
while keeping products in the system, to change its action. Each production is some complete piece 
of information about the problem area, and in this sense it does not depend on other productions.  
If necessary, it is possible to establish links between individual products through a system of  
mutual references;

– asynchrony – productions are naturally given the possibility of parallel processing. Each of 
them can be performed independently of the others. Various options for completing the description 
and special procedures that allow only such parallelisms that do not lead to ambiguous results;

– mapping to operator systems – production systems are easily mapped into operator systems 
of programming languages, or special languages are developed for these purposes [5]. And some 
programming languages have productions as their main operators.

Models in the form of production systems cover a wide class of different generative models, 
which includes such well-known models as formal grammars, propositional and predicate calculi, 
network models, and many others [6, 7].

Most often, network models are used for replenishment, which have recently received the 
name of scenarios [8]. A scenario can be represented by a network whose vertices correspond 
to facts, and to the arcs correspond to links describing relations of a special type. These relations 
have the property that if there are a set of paths p1, p2, ..., pn between vertices x and y and there 
are both facts a and b corresponding to vertices x and y, then at least a set of facts corresponding 
to vertices on one of the paths connecting x and y. Examples of relationships that have this prop-
erty can be relationships of the type: cause-effect, part-subpart, goal-subgoal, etc. In scenarios, 
arcs can also characterize not a cause-and-effect relationship, but an operational relationship. The 
order of realization of states characterized by vertices is the order in time.

Completion of the description with the help of a scenario based on the whole-part relation can 
concern not only the position in space and time. Additional rules are rules of production type. Their 
applicability in one case or another is associated with the fulfillment of the conditions of product 
applicability. The condition of product applicability also includes the necessary connection between 
objects, which is fixed in the scenario. Thus, let’s come to the conclusion that two ways of replen-
ishing descriptions are possible: due to the formal properties of the relations used in scenarios and 
due to the semantics of the latter. It should be noted that the relations "cause-effect" and "ordinal 
relation" are transitive. And this means that without taking into account the semantics of the 
facts ai, the presence of fragments (a1ra2) and (a2ra3) in the initial description makes it possible to 
supplement the description with a fragment (a1ra3), where r is a relation of an arbitrary type. Of 
greater interest may be rules that take into account the semantics of the relations themselves and 
the semantics of the situation in which the replenishment is formed.
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By themselves, scripts do not yet solve the problem of replenishing descriptions. In fact, to 
solve the replenishment problem, it is necessary to create production systems in which the rules 
take into account the semantics of the relations included in the replenished description.

For certain classes of relations, it would be desirable to build deductive production systems that 
would allow the necessary completion of descriptions without storing a large number of scenarios 
in the system memory. One of the classes of such deductive systems are pseudophysical logics.

The name "pseudophysical logics" reflects the fact that their inference rules use the properties 
of human perception of the surrounding world, which has a number of subjective features. There-
fore, they do not describe the objective physical world, but its subjective perception by a person, 
which is extremely important for cybersecurity systems.

Unlike formal systems, pseudophysical logics have a number of important features. The main 
ones are presented in Table 2.1.

 Table 2.1 Features of pseudophysical logics

Logic Feature

Pseudophysical logics are 
the logic of relations

Relationships play the role of variables. Therefore, pseudophysical logics are 
classified depending on the types of relations used. The logic of time studies 
the relationship of temporal relations, the logic of space – spatial, the logic of 
actions – relations of the type subject – action or action – place, causal  
logic – the relationship of relations of the type cause – effect, frequency 
logic – relations of the type repetition – frequency, etc. Objects, connected  
by relations, appear in these logics only as an invariable part of descriptions

Pseudophysical logics are 
logics on scales

There are two types of scales: metric and topological. Metric scales, in turn, 
are divided into absolute and relative. Topological scales set between the facts 
projected on them, relations of non-strict order, or fuzzy relations. Topological 
scales are closely related to fuzzy verbal assessments that are actively used 
by a person to describe situations (including technological ones, for example). 
These verbal assessments determine only a certain order of the facts on the 
scales. The difference in scales also determines the difference in logics, which 
can be metric and topological

The scales are both facts 
and a inference

Not only the facts are located on the scales, but the conclusion itself.  
The construction of production rules must take into account the orderliness 
inherent in reasoning within the framework of pseudophysical logics

The axioms of  
pseudophysical logics are 
based on the perception  
of the world by man

Pseudophysical logics contain as axioms some statements arising from the 
perception of the world by man. Axioms link relations of a different nature, 
which allows a person to replace one relationship with another

The relationship of  
pseudophysical logics

There are links between individual pseudophysical logics that allow forming a 
system of pseudophysical logics. Relations between temporal and spatial logics, 
which exist due to the physical laws of the surrounding world, can serve as 
examples of connections. Examples of connections of a different kind are the 
relationships that exist between causal (causal) logic and the logic of actions
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When constructing pseudophysical logics, one should take into account three types of tasks 
for which they are intended: 

a) replenishment of descriptions of situations entering the system’s memory with the help of 
the knowledge that is already stored in the system about the control object, the history of control 
and the laws of control of the object; 

b) checking the reliability of the incoming description of the situation, identifying contradictions 
in this description and its compatibility with the information that is already stored in the system; 

c) participation in the formation of decisions on management and verification of the possibilities 
for implementing the selected control action. 

These types of tasks are extremely relevant for cybersecurity systems (Fig. 2.1).

 Fig. 2.1 Relationship between pseudophysical logics

Each pseudophysical logic can be considered as a system having the structure shown in Fig. 2.2. 
It shows that, first, some structure of facts or events characteristic of a given pseudophysical 
logic (temporal structure, spatial structure, etc.) is distinguished from the initial description.  
It highlights some units such as phenomena, events, processes, facts and defines the relationship 
between them from the considered group of relationships. 

This part, in fact, does not refer to the actual pseudophysical logic and its functioning is based 
on procedures that perform the transition from a description in a natural language to a formal 
representation. The representation model reflects those basic patterns of perception that are 
characteristic of the control system (or a person, if its perception is imitated). For specific pseu-
dophysical logics, this model turns into a model of time, a model of space, etc. Finally, the inference 
model contains rules that help to complete the description of situations.

Pseudophysical logics such as spatial logic and temporal logic have been used recently in IDS 
systems [5, 9]. At the same time, in spatial logic, cyberspace is primarily considered as space, the 
coordinates of which are IP addresses. In the temporal logic, the relationships concern both the 
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sequence of the attacks and the temporal characteristics of the attacks (the total duration, the 
times of the implementation of each of the phases of the attack, etc.).

 Fig. 2.2 The structure of pseudophysical logic

Regarding the logic of assessments, it can be noted that it can become the basis for the 
selection and development of various metrics used in cybersecurity [10].

Less developed in relation to cybersecurity systems is causal logic, which must work with 
relationships that connect cause and effect. If causal logic is interpreted broadly enough, then it 
can be extended almost to the theory of inference, which considers not only traditional deductive 
inference systems, but also inductive-type inferences or inferences of the "from particular to 
particular" (traductive) type [11].

There are at least five main types of such "cause-effect" relationships:
1. Energy reason. The reason for the change in w observed in some phenomenon or process Π2 

is the transfer of some energy v from the phenomenon or process Π1. In this case, it is possible to 
say that v is the cause of w, and w is the effect of v.

2. The reason for the change in w in Π2 is not the effect v itself. The supposed cause rather 
plays the role of the "last push", after which the process leading to w begins to develop in Π2. 
However, in this case, it is possible to also consider v the cause (original cause) of w, and w the 
consequence of v.

3. The reason for the change w is the information v, which contains an indication for Π2 about 
the nature of the required change. It is possible to assume that between this indication of v and 
the change in w there is a cause-and-effect relationship.

4. The change in w occurs due to the fact that in Π2 there are two subprocesses, or systems 
that interact with each other and generate the change in w itself. Such causes of change may also 
arise as secondary after the appearance of the primary causes indicated in the preceding para-
graphs. Let’s note that the interaction within the process can determine the development of the 
process itself, which is expressed in the chain of its changes w1, w2, …, wn.
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5. Some “fundamental” law can act as a reason. Some "fundamental" law can serve as a  
reason, according to which every process tends to some stable states (for example, the existence 
of a certain ratio between the number of successful and repulsed attacks).

The relationship of causes and effects can be very diverse and not always obvious. 
From this point of view, it is possible to give the following classification of cause-and-effect 

relationships (Fig. 2.3).

 Fig. 2.3 Classification of causal relationships

The main property of cause-and-effect relationships is their antisymmetry and transitivity, 
which allows for any phenomenon that can act as a consequence to build a tree of causes or 
co-causes that can give rise to it [12–14].

This is where the temporal and causal logics meet. We have already said that reasoning about 
the future is modal. In the future, not one sequence of events may be realized, but a whole fan 
of such sequences. And when deriving from causes to effects, this must be taken into account. 
Therefore, causal scenarios need to be supplied with additional information (weights) about time 
delays in the onset of effects after immediate causes. These weights can be used to label the arcs 
shown in the scenario, which makes it possible to draw richer conclusions in causal logic.

Achieving the goals of their business by companies is possible only with the effective use of 
information technology. The downside of this use is increased vulnerability to cybersecurity threats. 
Vulnerability identification and risk assessment strongly require an information security risk assess-
ment. The data used for identification procedures is in most cases uncertain, which makes it a chal-
lenge to identify risks and vulnerabilities. So-called “vulnerability identification errors” can occur if 
false positive vulnerabilities are discovered or if vulnerabilities remain unidentified (false negative).  
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“Clear identification” in this context means that all identified vulnerabilities do pose a security risk 
to the organization.

2.2 Concept of determining the level of security

In order to identify vulnerabilities in the information security (IS) risk assessment, security 
experts analyze the organization’s assets. Due to the fact that the probabilities, consequences, 
and losses of vulnerabilities cannot be accurately determined [15], methods such as brainstorming, 
checklists, scenario analysis, impact analysis, and cause analysis are used to identify vulnerabili-
ties [16]. These methods use undefined input to identify a vulnerability. However, it should be noted 
that business security needs are not properly considered; security checklists and standards used 
to identify vulnerabilities do not take into account company-specific security requirements [17]. 
Further, increasing uncertainty is the intentional behavior of an attacker when exploiting vulnerabil-
ities for malicious purposes. This is explained by the fact that predicting human behavior is associat-
ed more with existing vulnerabilities and their consequences [18], rather than with preparation for 
future attacks. As a result, modern approaches identify risks and vulnerabilities under conditions of 
a high degree of uncertainty, which can lead to errors [3, 19–22].

Practice shows that today it is possible to clearly distinguish two main groups of methods for 
assessing security risks [23–27]. The first group of methods allows to set the risk level by assess-
ing the degree of compliance with a certain set of information security requirements. The second 
group of information security risk assessment methods is based on determining the probability of 
attacks, as well as the levels of their damage. In this case, the risk value is calculated separately for 
each threat and, in the general case, is presented as the product of the probability of a threat being 
realized by the amount of potential damage from this threat. The value of the damage is determined 
by the owner of the information, and the probability of the threat being realized is calculated by a 
group of experts conducting the audit procedure.

A distinctive feature of the methods of the first and second groups is the use of different 
scales to determine the magnitude of the risk. In the first case, the risk and all its parameters are 
expressed in numerical, that is, quantitative values. In the second case, qualitative scales are used.

The use of the results of a quantitative risk assessment in the formation of an information 
security system (ISS) is due to several reasons. Firstly, quantitative risk assessment allows to 
compare the benefits and costs of implementing GIS, thereby determining the effectiveness of 
investments in information security (ISec). Secondly, many currently widely used standards in the 
field of information security and information technology (IT) are based on a risk-based approach. It 
is also worth noting that there is a successful risk management practice in other areas, such as 
economics and finance, politics, ecology, production, and industrial safety. This allows to integrate 
risk management processes in certain areas into a single enterprise risk management system. 
One of the main problems of existing approaches is the difficulty in obtaining objective quantitative 
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assessments of IS risks, which require a large amount of initial data. Predicting individual risk pa-
rameters with acceptable accuracy is a very laborious task, and it is difficult to obtain an accurate 
quantitative estimate.

A significant influence on the formation of a list of critical business processes, which makes 
it difficult to create security systems, is exerted by the use of various technologies and elements 
within the framework of the integration and hybridity of technologies of socio-cyber-physical sys-
tems. Often, when assessing the risks that arise during the operation of an information system, 
causal relationships between identified risks are not taken into account. An information system 
(IS) is understood as "a set of information contained in databases and information technologies and 
technical means that ensure its processing". Based on the definition and analysis of cyber-physical 
systems, the following types of components of modern hybrid / complex IS can be distinguished: 
information assets (IA), software (SW), hardware (TS) and communication lines (CL). A structural 
diagram of the types of IS components is shown in Fig. 2.4.

Therefore, the set of IS components can also be represented as:

IS IA SW HW CC� � �, , , ,

where IA is the set of information assets, SW is the set of software; HW is the set of hardware; 
CC is a set of communication channels.

A destructive state is understood as an undesirable and unplanned state of an IS component 
in which it finds itself as a result of the implementation of one or more threats. During the analysis 
of various regulatory documents on information security, the theory of reliability and a survey of 
specialists in the field of IT and information security, the main destructive states were identified 
for each type of IS components:

1) information asset (IA):
– unavailable (accessibility violated);
– compromised (violated confidentiality);
– changed (integrity is broken);
2) software (SW):
– unavailable (failure occurred);
– hacked (unauthorized access (UA) obtained by an attacker or user privileges increased);
– changed (unauthorized change of code and / or configuration);
3) technical tool (HW):
– unavailable (a temporary failure has occurred);
– inoperable (a failure has occurred requiring repair or replacement);
– lost (there was a loss or theft from the rightful owner);
4) communication channels (CC):
– unavailable (failure or failure has occurred);
– hacked (acquired UA by an attacker).
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 Fig. 2.4 Structural diagram of the types of components of the information system
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A transition is understood as a change in the state of an IS component from normal to destruc-
tive as a result of a threat. The reasons for the transition of the IS component to a destructive 
state can be:

– the impact of the source of threats on the IS component;
– the completed transition of the associated IS component to the destructive state.
The source of threats is understood as the subject of access, a material object or a physical 

phenomenon that causes a threat to information security. The set of threat sources includes 
sources of four types:

ST ND TS UV IV� � �, , , ,

where ST are sources of threats, ND are natural and man-made disasters; TS are technical means 
and systems; UV are unintentional violators; IV are intentional violators (intruders).

The study is based on information security models that describe the concepts used (e.g. as-
sets, vulnerabilities and security requirements) in managing and assessing information security 
risks. The subject of the research is the development of the Concept for determining the level of 
security of critical business processes in the context of modern mixed cyber threats. The object of 
research is the process of ensuring the security of critical business processes. Asset-related con-
cepts describe critical assets and their security, while risk-treatment-related concepts describe 
security solutions, requirements, and security features used to mitigate risks. The main trends and 
approaches to determining the level of security are demonstrated in Fig. 2.5.

To build an integral security system for hybrid information systems, it is not enough to use only 
the principles that regulate in international regulators. An integrated approach is needed not only 
for the analysis of information assets, but also for the definition of critical (continuous) business 
processes that ensure the achievement of the goals of the company and / or organization. This 
approach requires the consideration of new approaches based on the integration of known methods 
and methods for assessing risks and computer vulnerabilities, taking into account the synergy and 
hybridity of targeted threats to elements of the IS infrastructure. In addition, it is necessary to 
form new requirements for assessing the security level of hybrid ISs, which are not only logically 
but also physically separated in space, use different technologies, and form both cyber-physi-
cal and socio-cyber-physical systems. This approach to building cyber-physical systems requires 
building security systems for each of the circuits / systems. This creates the need for multi-loop 
security systems with an integrated approach that takes into account both individual threats to 
the loops (internal and external) and their synergy for the attacker to build mixed (targeted)  
attacks [21, 22]. As a rule, when assessing security risks, after identifying the assets, the threats 
that may arise are determined. However, there are problems associated with the fact that it is 
impossible to determine whether the lists of threats, vulnerabilities or security controls used are 
complete and comprehensive.
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 Fig. 2.5 Basic approaches to information security risk management
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systems from the point of 

view of security

ISM3
Describes the overall 

information security processes 
with key performance goals 

and metrics

SP 800-30
Risk assessment and 

mitigation

EBIOS
The goals of the IS system are evaluated 

based on the identified risk and the 
presence of contradictions between them

MEHARI
Based on defined risk scenarios,
risks and their corresponding 

parameters are assessed

LRAM

Use risk scenarios

MAIN RISK ASSESSMENT PLATFORMS

CMMI

SPICE

Guidelines for developing 
processes related to the 

organization's business objectives

TROPOS
The concept of agents for 
modeling and analyzing 
security requirements

Software security 
assessment 

method

SQUARE 

Development of safety 
quality requirements

CLUSIF
Risk scenario includes 
threat, frequency and 

impact on IS

ISF  

Basic protection 
guide

CORAS

Structured brainstorming
is used to identify risks

ISMS Dictionary
Information security 

management
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When determining “real” risks for a company, there are many uncertainties in assessing prob-
abilities as risk values. To illustrate the challenges of assessing risk in an uncertain environment, 
consider calculating the likelihood of a hypothetical encryption vulnerability on a web server. Let the 
web server need to determine the probabilities of the following outcomes:

– the offender exploits an encryption vulnerability in a web server;
– a hacker or criminal exploits an encryption vulnerability on a web server;
– a hacker or criminal will not be able to exploit any vulnerability.
More data is needed to determine the likelihood of detected web server threats and the  

parameters associated with this scenario need to be taken into account. The following data should 
be identified in the probability assessment and assessed for their availability:

– the number of known exploits for the web server version;
– the number of unprotected exploits for the web server version;
– criticality of exploits;
– the level of detection of all vulnerabilities by an attacker;
– coefficient of successful use;
– number of users of the web server application;
– the ratio of friendly and malicious users accessing the web server;
– impact on controls.
From the data that is needed to determine the probabilities, it is possible to form a diagram of 

dependencies between the parameters (Fig. 2.6), which can be used to estimate the probability.
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 Fig. 2.6 Dependency tree with the probabilities of the implementation of threats

Analysis of Fig. 2.6 showed that attackers accessing a website fall into two groups – hack-
ers and criminals. The sublevels below hackers and criminals are the same. Each was assigned  
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a Vulnerability Detection Rate, meaning the likelihood that they successfully discovered vulner-
abilities. The following is the ratio of exploited vulnerabilities. Only a few vulnerabilities can be 
exploited because they have not been fixed. The next level concerns whether the hacker / criminal 
is capable of exploiting unprotected vulnerabilities. The last level of the tree is the likelihood that 
this vulnerability will be exploited. Some vulnerabilities are likely to be exploited more than others. 
This example assumes independence of variables (for example, hacker, criminal, encryption and SQL 
vulnerability). However, it is often difficult to determine whether the parameters are independent. 
This is due to the fact that it is necessary to know:

– the intentions of the attacker (for example, what is the difference between a hacker  
and a criminal);

– technical details of vulnerabilities (for example, details about encryption and a problem  
with SQL);

– environment (e.g. administrative and technical security functions applied);
– parameters and their relationship with each other.
Estimates for each parameter of the tree, obtained as a result of expert evaluation, are 

presented in Fig. 2.6. Most of the probability values in the dependency tree are only expert esti-
mates that do not claim to be reliable. Rather, these artificial values are used to demonstrate how 
individual values affect the overall likelihood, and also to provide a statement about the likelihood of  
a hacker and a criminal using a web server.

Before presenting the detailed results of the probability score for a hacker and a criminal, one 
would expect the web server to be of medium risk. The results for probabilities since the start of 
this analysis are as follows:

– the offender uses an encryption vulnerability on the web server, probability = 0.144 %;
– a hacker exploits an encryption vulnerability on a web server, probability = 0.384 %;
– a hacker or criminal uses an encryption vulnerability on a web server, probability = 0.528 %;
– a hacker or criminal will not exploit any vulnerability, probability = 97.36 %.
Before defining risk based on security requirements, it is necessary to compare models to see 

if the relationship between risk and security requirements is defined. Before the comparison, it is 
necessary to give the basic definitions of the elements that will be used for an information security 
model based on these three models using similar terminology. The main definitions of the elements 
are as follows.

The security goal is determined by the business requirements that are affected by the risks. 
Business requirements describe security needs in terms of business operations, where a business 
operation is a set of activities that are defined and can be modeled as a business process. A se-
curity requirement is a refinement and additional specification of a security goal and represents 
constraints on the functions of a system where these constraints implement one or more security 
goals [18]. It is necessary to enter the following definitions:

– risk treatment is the process of selecting and implementing security functions to modify risk 
based on security requirements;
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– security function – security requirements in the form of administrative, physical or technical 
controls and are applied to an asset in order to comply with a security requirement;

– assurance is an assessment of the security function and is used to determine whether the 
security requirements are met;

– assurance – assurance that security features reduce risks to assets and that assets are 
protected as required;

– an asset may consist of hardware, software, information systems, or any physical means 
used to fulfill an organization’s business requirements. An information asset is a refinement of an 
asset that is made up of data;

– risk is a combination of a likely event and its impact, which can lead to a violation of  
safety objectives;

– an impact is an adverse change in an event that violates the safety objectives of an asset;
– an event is a threat that exploits a form of vulnerability;
– a vulnerability is a weakness in an asset or control associated with a security objective;
– a threat is a potential attack or incident that could lead to an adverse impact on an asset;
– the business process model is a detailed description of the business process, including the 

activities, agents, artifacts, and roles involved in the modeling notation;
– an artifact is a product that was created or changed as a result of a technological action;
– a role is a set of actions that has been assigned to the participants in the process to deter-

mine the functional responsibility.
A proposed method applies existing models such as information assets and security require-

ments to business process models (BPM). Business process models describe the actions of a 
process in an organization to achieve a goal. From BPM, information assets, participants, and 
computer system facilities for risk assessment can first be determined. The criticality of each 
information asset can be defined by business process objectives in the form of security objectives. 
After that, the security requirements specifying the security objectives can be identified and used 
to argue for the correctness of the procedure for correctly identifying vulnerabilities. Security 
features related to business process activities that use an information asset are compared with 
security requirements to identify vulnerabilities. The proposed approach provides an assessment 
of security requirements within business process models to identify vulnerabilities, eliminate iden-
tification errors (false positives, false negatives and true positives) of vulnerabilities, regardless of 
the business processes used. However, it should be noted that not all vulnerability identification 
errors can be eliminated by applying this approach. The difference between the proposed method 
and existing approaches lies in the explicit assessment of security requirements in a business 
context (in business process models) to accurately identify vulnerabilities. Eliminating vulnerability 
identification errors will reduce the amount of money spent on the implementation of ineffective 
security measures, which is the result of meeting business security requirements.

The concept of determining the level of security is based on an extended model of information 
security (Fig. 2.7), based on the models considered earlier and representing these relationships.
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 Fig. 2.7 Extended information security risk model
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The need to introduce an extended information security model into consideration is caused 
by the fact that none of the analyzed models considers the relationship between risk, security 
requirements, security controls and assets. This extended information security model proposes to 
consider risk in terms of security requirements because it provides a combined view of concepts 
related to risk, risk treatment, and security requirements.

This extended information security risk model uses model elements and relationships between 
elements from the previously mentioned models. Rectangles are used to represent elements, and 
text-annotated arrows are used to describe relationships between elements. In the model that 
follows, adds elements for elements such as assurances, business requirements, and business 
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process modeling that are not present in existing models. Labeled arrows between elements such 
as vulnerability and risk are added to describe the context of the relationship and to clarify the 
relationship between concepts related to risk, risk treatment, assets, and security requirements. 
Labels are used to describe relationships between elements.

Compared to existing models, this extended information security risk model provides a com-
bined representation of concepts related to risk, risk treatment, asset requirements, and security, 
similar to models [28–31]. The difference is that risk treatment and asset-related concepts are 
linked through risk and security requirements, and not just through risk itself. Model elements such 
as risk, vulnerability, security objective, security requirements, security controls, and asset are 
linked together, showing that risks and vulnerabilities affect security objectives, security require-
ments, and assets. Models [28, 29] do link risks to security objectives and requirements, but they 
use this relationship to indicate that security requirements reduce risk and that the significance of 
the risk is determined by the security criterion. Models [32–34] associate threats with security 
requirements. This indicates a breach, but misses the link between security requirements and 
controls, and also lacks the concept of vulnerabilities in the model.

In the model [29], vulnerabilities and assets are linked through security policy to security 
requirements, but risk treatment concepts are not explicitly specified. The advanced information 
security model shows the impact of risks and vulnerabilities on security objectives, security re-
quirements, and assets. That is why it can help to better understand the relationship between 
concepts related to risk, assets, security requirements and risk treatment. Thus, it will allow for 
a better integration of these concepts into existing approaches to risk assessment. In addition, 
it is used as a basis for determining risk in terms of security requirements. This is made possible 
by the relationship between risk and vulnerabilities, security objectives and associated security 
requirements, and not just in terms of threats and vulnerabilities.

Taking into account the remarks made, it can be argued that the extended information security 
risk model is the basis for determining the risk in terms of security requirements. Further, the 
definition of risk is developed based on the relationship between risk, vulnerabilities, goals and 
security requirements.

Risks and vulnerabilities violate security objectives arising from business requirements by failing 
to ensure the confidentiality, integrity, and availability of information. This can be detrimental to 
the organization. In an extended information security risk model, this is depicted as a relationship, 
labeled “violating,” between a risk or vulnerability and a security goal. If a security requirement is 
not implemented, implemented incorrectly, or not followed, it will adversely affect the security goal 
and ultimately business requirements. This is because security requirements refine the purpose of 
security by defining the requirements for ensuring the confidentiality, integrity, and availability of 
information. Therefore, non-compliance with security requirements can be expected to be detri-
mental to the organization and therefore constitutes a security risk to the organization as a whole.

The link between a risk or vulnerability and a security goal is that the former can violate the se-
curity goal specified by the security requirements and implemented through the security functions, 
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thereby harming the organization. Therefore, risk can also be defined as “non-compliance with 
safety requirements that causes harm to the organization”. Therefore, both a risk and a vulner-
ability can be identified by the deviation or non-compliance with the security requirements by the 
implemented security functions. Security functions are implemented by administrative, physical and 
technical controls that meet security requirements. This means that the correct implementation 
and operation of security functions in relation to compliance with security requirements is key to 
preventing risk to the organization, as well as to identify risks and vulnerabilities.

Business process models can be used to assess risks, vulnerabilities, and security features 
that describe the operation and core values of an organization. Process actions describe what 
process participants or agents must do. An agent can be a person or a system performing an 
action. According to [36], business process models describe the processes of value creation in an 
organization and can be considered as a place where risks materialize, information is generated and 
security functions are performed.

It is the business process model that contains the information assets. Within a business pro-
cess, information is processed to achieve the purpose of the process. The information is used 
by the actors (e.g., people) and systems (e.g., application or network) of the process because 
such information represents a business transaction. Information assets are subject to security 
requirements to ensure that the purpose of the process is achieved. The security requirements of 
an information asset depend on the purpose of the business process, the context and significance 
of the information related to the company, product, service or person, and represent a constraint. 
The security requirements are implemented through the security functions for the information 
asset. Security features provide protection in terms of confidentiality, integrity, and availability of 
an information asset. Security features such as authentication mechanisms ensure compliance with 
information asset security requirements (Fig. 2.8).

Information assets are key because, when processed in a business context, they bind business 
and security goals to their requirements and it is to them that security functions are applied. The 
correlation between information assets, business process models, security requirements, and se-
curity functions can be used in risk assessment to identify vulnerabilities. The security requirements 
can be assessed using the security functions applied to the information asset. The security of an 
information asset can be assessed in the context of a business process by the activities of the val-
ue-creating processes that use the information. By using these elements in an assessment, it can 
be ensured that the required security can be implemented and that the organization is not at risk.

The proposed security breach risk assessment approach uses correlations between security 
requirement elements, information assets, business process models, and security functions to 
identify vulnerabilities.

Initially, the list of information assets is formed on the basis of business process models (1). 
Information assets can be identified by information used in critical business processes. Information 
assets are characterized by the security requirements that can be defined for them and represent 
constraints (2). Artifacts such as business process and security objectives, security policies, or 
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security best practices can be used to define security requirements. These information asset 
security requirements are analyzed and evaluated in the process activities of the business process 
model (3) against the implemented security functions applied to information assets (3) to identify 
vulnerabilities (Fig. 2.8). To determine if the information assets are appropriate for the implement-
ed security functions, the security requirements of the asset must be evaluated in each activity of 
the business process model where the information assets are used.
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 Fig. 2.8 Correlation of concepts and the order of use of concepts

The benefit of evaluating information asset security requirements using a business process 
model is that the basis for the assessment – the security requirements that provide true value – is 
defined and explicitly evaluated in the operational business context. Assertion about the security of 
information assets can be provided by the results of risk assessment of processes and information 
assets, which show only really relevant vulnerabilities. This statement can be formulated as not 
only vulnerabilities are defined, but also security needs and the need to fulfill them. As a result, se-
curity vulnerabilities and security operations can be identified more precisely than simply based on 
security best practices for any individual asset. In addition, interdependencies between information 
assets and / or processes can also be taken into account, since the security requirements of infor-
mation assets are systematically assessed during the implementation of a business process. The 
difference from other approaches that use parts of business process models, information assets, 
or security requirements is that vulnerability identification for an information asset is based on an 
explicit assessment of the security requirements of the asset, taking into account the actions of 
business processes and the implementation of security functions.

The structure of the characteristics of security requirements that define the security needs 
of an information asset, taking into account the processing of information, containers that pro-
cess information, as well as the processes required for the security of containers, is presented  
in Table 2.2.
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 Table 2.2 Security Requirements for Information Assets

Information asset Security services IT Security Processes

Processing

Data Integrity, Confidentiality and availability 
security objectives rating

n/a

Containers

Primary Systems Integrity, confidentiality and availability 
requirements for the systems that 
processes information

IT security processes that ensure  
the security of systems

Organization / People Integrity, confidentiality and availability 
requirements for the actors or the  
processes that handle the information

IT security processes that ensure 
security in the organization

Environment / Physical Integrity, Confidentiality and availability 
requirements for the environment where 
the information is physically available

IT security processes that ensure  
security for facilities and the  
workplace

Thus, to implement the proposed concept, it is necessary to determine not only possible mixed 
(targeted) cyber attacks, but also to form a set of rules for determining the achievability of the 
required security level. This approach ensures the integration of preventive measures for pos-
sible computer incidents / vulnerabilities, mixed (targeted) attacks, and will also automate the 
process of their formation, taking into account business goals. In addition, the proposed solution 
allows to create and take into account critical business processes, conduct modeling based on the  
Prolog program.

Formation of a set of rules for determining the achievability of a given security level. 
The set of rules for determining the achievability of a given security level is proposed to be formed 
as follows. First of all, it is necessary to perform the identification of vulnerabilities, which is per-
formed as follows.

The first step assesses the degree of implementation of security functions at the processing 
level and their compliance with the security objectives of information assets (second step). The 
second step evaluates the information asset containers (i.e., systems, actors, and environment) 
and security requirements.

Implemented security functions are evaluated to determine conformity with the security objec-
tives. However, before the security functions can be assessed, it is necessary to determine where 
in the business process information assets are created, processed and transferred. These business 
process points are defined as entry points (EPs), processing points (PPs), and communication 
points (CCs). Entry points (EPs) describe the actions by which available information is made avail-
able for processing by entering the system. Processing points (PPs) describe activities in which 
information is stored permanently in electronic form or modified (processed). Communication chan-
nels (CC) describe activities in which information is transferred between the activities of a process.
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Information can be transferred across organizational boundaries, geographic locations, or 
across departments. EP, PP and CC can be identified by keywords (e.g. enter, process, save, send) 
of business process operation descriptions. Entry points, processing points and communication 
channels determine the input, storage, processing and transmission of information. Through these 
process points, the security objectives of processing an information asset are evaluated.

For each EP, PP and CC, the degree of implementation of security services (functions) (such 
as access control, authorization, data verification, communication, encryption, performance) is 
determined. These security functions are subject to evaluation because they are closely related to 
the security objectives by definition. For example, integrity concerns the protection of accuracy 
and completeness; therefore, access control, authorization, and data validation are checked to 
ensure integrity.

Confidentiality is concerned with preventing unauthorized disclosure of information, so access 
control, authorization, communication, and encryption are checked to ensure confidentiality.

Availability means that the assets are available and therefore the implemented contingency 
measures and system performance are checked to ensure availability.

All possible ratings defined for access control (AC), authorization (A), input validation (D), 
communication (C), and encryption (E) [34] are shown in Table 2.3. For each level, its rating and 
abbreviation are determined, for example. AC0 means access control level 0; A2 stands for autho-
rization level 2. After defining the implementation levels of the security function, it is necessary to 
determine whether the security objective of the information asset is met at each of the EPs, PPs 
and CCs where the information asset is used.

 Table 2.3 EP, PP and CC rating criteria

EP / PP measures CC measures

Access control & 
accountability

Authorization 
(access right)

Data input  
validation Communication Encryption

AC0: Unauthenticated 
user

A0: none D0: None C0: External  
unauthenticated partner

E0: None

AC1: internal user A1: Read D1: Manual C1: External  
authenticated partner

E1: Weak  
encryption

AC2: authenticated 
user

A2: Execute / 
process

D2: Downstream 
validation

C2: Internal network 
partner

E2: Standard 
encryption

AC3: System user A3: Write /  
update

D3: Value  
verification

C3: Internal  
authenticated partner

E3: Strong  
encryption

EP / PP security level A4: Full control D4: Value  
verification and 
completeness

CC security level
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In the next step, the security function implementation rating for each EP, PP and CC is as-
sessed against the information asset’s security objective level. The set of security functions is eval-
uated taking into account the action on the information and the security goal to be achieved. EPs 
are only evaluated for integrity through security, access control, and data validation features. PPs 
are evaluated based on integrity and confidentiality through security, access control, authorization, 
and data validation features. CCs are evaluated for integrity and confidentiality through the use of 
communication security and encryption features. Availability is assessed for EPs, PPs, and CCs that 
use the systems, based on system performance and contingency measures taken.

The evaluation of the security function implementation rating against the information asset 
security objective rating is supported by a predefined set of rules for checking compliance. For 
example, an access control score in EP1 (entry point 1) evaluated as AC0 (access control level 0) 
is compared to the defined rules for security goal integrity level 2. Table 2.4 shows a fragment of 
a complete set of rules defined to ensure the integrity and confidentiality of security goals [38]. 
Scores for EP / PP and CC can be “good” (fair – requirements met), “poor” (not enough – require-
ments not met), “n/a” (not applicable), or “n” (unknown – not rated).

 Table 2.4 Security goal rule set table (excerpt)

Security Objective
Integrity

Level 1 Level 2 Level 3

1 2 3 4 5

Access Control

Unauthenticated user AC0 EP and ≥D2 EP and D4 EP failed
PP PP and ≤A1 PP and ≤A1

Internal user AC1 EP and ≥D1 EP and ≥D2 EP failed
PP PP and ≤A2 PP and ≤A1

Authenticated user AC2 EP and ≥D1 EP and ≥D1 EP and ≥D2
PP PP and AS and≥D1 PP and (A3 or A4 and D4)

System user AC3 EP EP EP
PP PP PP

Authorization

None A0 PP PP PP

Read A1 PP PP PP

Execute / process A2 PP PP≥AC1 PP and ≥AC2

Write / update A3 PP and ≥D3 PP and D4 PP and (AC2 and D4)
AC2 and≥D1 AC3

Full control A4 PP and ≥03 PP and D4 PP and (AC2 and D4)
AC2 and D2 AC3
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 Continuation of Table 2.4

1 2 3 4 5

Data validation

None D0 EP failed EP failed EP failed

Manual D1 EP and ≥AC1 EP and AC2 EP failed

Downstream  
reasonableness validation

D2 EP EP and ≥AC1 EP and AC2

Value verification D3 EP EP and AC2 EP and AC2

Value verification and 
completeness

D4 EP EP EP and AC2

Communication

External unauthenticated 
partner

C0 CC and ≥E1 CC failed CC failed

External authenticated 
partner

C1 CC CC and ≥E2 CC and E3

Internal network partner C2 CC CC CC and ≥E2

Internal authenticated 
partner

C3 CC CC CC

Encryption

None E0 CC failed CC failed CC failed

Weak encryption E1 CC CC failed CC failed

Standard encryption E2 CC CC CC failed

Strong encryption E3 CC CC CC

The rules can be read as follows for the first level of integrity and access control to security 
functions (each cell represents one or more rules):

– AC0: If an EP is rated AC0, then the Data Entry Review score must be at least D2 for  
that EP. PP AC0 rating is ok;

– AC1 and AC2: If the EP is rated AC1 or AC2, the data entry validation rating must be at  
least D1. PP rating AC1 / AC2 is ok;

– AC3: EP rating AC3 is acceptable. The PP AC3 rating is ok.
The assessment of the integrity and confidentiality of information asset security objectives is 

based on the same security functions and follows the same procedure. Different categories such as 
“performance” and “measures” are used for the accessibility of a security goal. Scores how often 
accessibility requirements have been met in the past, with a performance rating. Implemented 
continuity measures are rated with a “measure” rating. The difference from the integrity and con-
fidentiality assessment is that only system containers are considered in the availability assessment. 
Rule sets are not static and can be changed as required by company policy. The rules were defined 
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using the knowledge of security experts and taking into account the dependencies of the security 
functions on the level of the security goal.

In the next step, the containers of information assets (e.g., information systems, personnel, 
and environment) are evaluated in terms of information asset security requirements. Security 
requirements for containers of information assets are evaluated at each technological operation 
in which information is processed. This is done in the form of EP, PP and CC using information 
gathering methods such as on-site interviews and document reviews. The identified EPs, PPs, and 
CCs are evaluated by the security assessor based on evidence that the security requirements for 
the system, organization, or physical environment are met. This evidence may be obtained from the 
system configuration, system specification, company security policy, technical documentation, or 
implementation examples. IT security processes are assessed through system testing, verification, 
and review of process performance documentation. Assessing the IT security process helps iden-
tify technical issues and ensure safe operations; it also defines an organization’s ability to detect, 
prevent, or mitigate security problems. The security of an IT process is determined by whether 
problems are identified in the implementation of the business process or not.

The next step is to specify the information asset security requirements. First, an appropriate 
security goal rating for integrity, confidentiality, and availability must be selected based on the 
information asset’s security needs. Second, the security requirements of the container must be 
specified; a description of what needs to be protected, as well as a specific implementation in the 
containers that process the information. The company’s security policy, organizational procedures, 
and security best practices can be used to identify and define security requirements.

The generated set of rules can be considered as the basis for the implementation of situational 
management of the security system, and in particular, the business process security manage- 
ment system.

Dependencies between access control and authorization, as well as data validation in relation 
to input or processing of information, arranged in the form of a set of rules (Table 2.4), were 
implemented in Prolog to support automatic evaluation generation.

Prolog is a declarative programming language based on facts and rules. The procedures 
for working with them are implemented in the programming language itself and do not require  
programming costs. Prolog was also chosen because it is possible to generate logical search spec-
ifications to determine when a security function implementation becomes true with respect to 
the security goal level. This characteristic of Prolog can also be used to determine what security 
functions are needed (if not known) to meet the security goal level. In addition, it is easily possible 
to change the rule base in Prolog or improve the rules as needed (for example, if additional security 
features need to be evaluated or if new facts are available). That is why Prolog is a suitable tool 
for the initial creation of a means of manipulating the properties of objects and relations between 
them, which is the main subject of our study.

The purpose of the Prolog program is to support automatic evaluation of security goals.  
In Prolog, the logic of a program is expressed in terms of facts and rules. The program begins 
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with a request that the Prolog engine tries to satisfy by checking the available facts and rules. 
Facts and rules are the rules for determining the security goal presented earlier. For each security 
objective (integrity, confidentiality, and availability), a security rating (level 1–3) was assigned to 
EP, PP, CC facts. These facts are checked by Prolog rules to determine if the request is true. For 
rule set table rules representing a condition, a fact is used, for example, PP is ok (true) when the 
security function “authorization” evaluates to A0. When programming in Prolog, this is displayed as 
auth(a0). For rules that are a conditional statement, a fact with arguments is used, e.g. PP is ok 
(true) when the security feature “authorization” is rated A0 and “access” is rated AC1 – auth_ac-
cess (a0, acl). To represent dependencies between conditions in a conditional statement, rules 
were used to define integrity, confidentiality, and availability. In other words, both of the above 
facts are combined by a logical union (“and”, represented by a comma) in the rule: integ (A, Ac): 
auth (A), auth_access (A, Ac). 

Prolog’s rules and logical conjunctions allow to combine facts and conditional statements. They 
can include or exclude conditions or form a new condition. 

The security requirements reflect the security needs of the business and determine whether a 
given vulnerability poses a security threat to the business. Information asset security requirements 
are evaluated in the context of the business process model to determine if the security functions 
are implemented and working correctly. The security requirements assessment considers systems, 
people, and the physical parts of business processes, as well as IT processes. It is shown that risk 
assessment techniques can benefit from an explicit assessment of the security requirements in the 
business context during risk identification in order to eliminate vulnerability identification errors and 
determine the value of the security criterion. To determine the security level of critical business 
processes, consider the block diagram of the concept, which is shown in Fig. 2.9. 

The security level assessment should take into account organizational, software, technical, in-
formational, technological and even financial issues, providing a view of the risk on a company-wide 
scale. These components of the functioning of the organization can be combined within the business 
process model. So the block diagram of a business process reflects the technological aspects of 
the organization’s functioning, linking individual operations with “input-output” links. Such links in 
the proposed model correspond to connection points (CC). The business transaction itself is as-
signed a process point (PP). The business operation is executed based on the data received from 
the “control” input, which defines the normative basis of the process. The performer of a business 
transaction is identified by the “engine” input. Business processes as a whole are defined within the 
framework of the concept in the part “Formation of security contours”, individual components – 
within the part “Assessment of the degree of implementation of security services”. The task of the 
desired level of security for the entire system of business processes of the organization is carried 
out in the “Evaluation of cyber threats” part of the proposed concept. Thus, within the framework 
of the proposed concept, the corresponding actions related to determining the achievability of a 
given security level are divided into levels of the concept.

As an example, a conditional example of making a payment in online banking is considered.
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 Fig. 2.9 Structural diagram of the Concept for determining the level of security to identify 
threats and form multi-loop security systems, taking into account the integration of technologies 
and the formation of hybrid-cyber-physical / socio-cyber-physical systems, it is possible to use  
the classifier and expert evaluation proposed in [36, 37] 
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The use of the proposed concept begins with the definition of critical business processes 
(online payment execution process). The following information assets are defined for the selected 
business process: customer and payment data. Customer data is stored and processed, as well as 
payment data necessary for transactions. The criteria and indicators for identifying these informa-
tion assets are decision points and actions in the process, such as “Enter personal and payment 
data”, “Verify personnel and payment data”, or “Save personnel, contract and payment data”.

The next step is to specify the information asset security requirements. First, an appropriate 
security goal rating for integrity, confidentiality, and availability must be selected based on the 
information asset’s security needs. Second, the security requirements of the container must be 
specified; a description of what needs to be protected, as well as a specific implementation in the 
containers that process the information. 

The company’s security policy, organizational procedures, and security best practices can be 
used to identify and define security requirements. The security requirements defined for custom-
er and payment data are presented in Tables 2.5 and 2.6.

 Table 2.5 Customer data security requirements

Information  
asset:  
Customer data

Integrity Confidentiality Availability IT Security Processes

Processing

Data I-L2 C-L2 A-L3 n/a

Containers

Primary  
Systems

Address data has 
to be verified in the 
system. Data in the 
system should be 
protected against 
unauthorized 
access and modifi-
cation. 192-bit AES 
encryption if data is 
transferred

Access should 
be given only to 
company people. 
Changes have to 
be logged

Within one 
business day

– n/a Access Manage-
ment (authorizations);
– IT Security Man-
agement (Security of 
systems);
– Continuity manage-
ment and Disaster 
Recovery;
– Change Management

Organization
People
Process

Personnel entering 
data should verify 
their entries as 
well as the data 
received

People of the 
departments 
should be aware 
of confidentiality

Core people with-
in one business 
day

– Access Management;
– IT Security training

Physical None Documents should 
be locked away 
and disposed of 
securely

Within one 
business day

– IT Security training;
– Facility Management;
– Continuity  
Management
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The degree of implemented security functions in the processing of information and their com-
pliance with the security objectives of information assets is assessed. Information asset con-
tainers (systems, actors, and environment) are evaluated based on information asset security 
requirements. The points where information assets are created, processed or transferred (busi-
ness process points EP, PP and CC) are also defined. For each EP, PP, and CC, the extent to which 
the security function is implemented (including access control, authorization, data validation, and 
communication security) is defined.

 Table 2.6 Payment data security requirements

Information 
assets:  
payment data

Integrity Confidentiality Availability IT Security  
Processes

Processing

Data I-L2 C-L2 A-L2 n/a

Containers

Primary  
Systems

Address data has 
to be verified in the 
system. Data in the 
system should be 
protected against 
unauthorized 
access and modifi-
cation. 192-bit AES 
encryption if data is 
transferred

Access should 
be given only to 
company people. 
Changes have to 
be logged

Within one 
business day

– Access Management 
(authorizations);
– IT Security Man-
agement (Security of 
systems);
– Continuity manage-
ment and Disaster 
Recovery;
– Change Management

Organization
People
Process

Personnel entering 
data should verify 
their entries as 
well as the data 
received

People of the 
departments  
should be aware  
of confidentiality

Core people with-
in one business 
day

– Access Management;
– IT Security training

Physical None Documents  
should be locked 
away and  
disposed of 
securely

Within one 
business day

– IT Security training;
– Facility Management;
– Continuity  
Management

Container security requirements are assessed in terms of security at each technological op-
eration in which data is processed (points EP, PP, CC). Evidence of whether the security require-
ments for the banking system, organization, or cyber-physical environment are met can be obtained 
from the system configuration or specification, company security policy, process documentation, or 
other implementation examples.
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2.3 Conceptual foundations of the two-contour CPS security system based on 
post-quantum algorithms

The development of wireless technologies has significantly expanded the range of digital ser-
vices based on integration, cyber-physical systems with LTE (Long-Term Evolution), IEEE 802.16, 
IEEE 802.16e, IEEE 802.15.4, IEEE 802.11, Bluetooth technologies. Further development of this 
direction makes it possible to form smart-city digital services based on the synthesis of the Inter-
net of things, mesh networks and smart technologies. The use of wireless communication channels 
can significantly increase the speed of information transfer and ensure the creation of socio-cy-
ber-physical systems based on the LTE, IEEE 802.16, IEEE 802.16e, IEEE 802.15.4, IEEE 802.11, 
Bluetooth standards. To provide security services in cyber-physical systems, as a rule, the  
KNX / ЕІВ (European Installation Bus) standard (ISO / IEC 14543) is used based on the use of virtu-
al private network channels (encryption AES-128, -256) [38–44]. The KNX standard in IP Secure 
mode allows to provide confidentiality and authenticity services based on the use of an additional 
mechanism (protective shell) that protects all KNXnet / IP data traffic [45]. KNX Data Secure mode 
uses a longer KNX frame format based on CCM (Code Block Chain Message Authentication Count-
er) with 128-bit AES block symmetric cipher encryption to ensure information integrity. However, 
the security mechanisms of the KNX standard (ISO / IEC 14543) do not provide protection against 
IP networks channel monitoring, which allows an attacker based on a false server to intercept the 
traffic of the information flow. In addition, according to experts from the National Institute of Stan-
dards and Technology (NIST) of the United States, the use of symmetric algorithms with a key length 
of 128 bits does not provide the required level of security in the post-quantum period [46–48]. 

In the wireless channels of LTE technologies, only the 3A authentication service (AAA – authen-
tication, authorization, accounting) is provided based on the Diameter protocol [49–53]. The Diam-
eter protocol has a predefined set of common AVPs (Attribute-Value-Pair) between two Diameter 
nodes, allowing various combinations of the protocol to be used. However, the absence of security 
mechanisms in wireless channels of mobile technologies does not allow confidentiality and integrity 
services to be provided. As practice shows, in networks based on the Diameter protocol, attacks 
aimed at denial of service, disclosure of information about subscribers and the operator’s network, 
as well as fraud against the operator are possible [54, 55]. In addition, an attacker can forcibly 
transfer the subscriber’s device to 3G mode (third generation) – and carry out further attacks on 
the less secure SS7 system (signaling system, Signaling System No. 7) [55]. 

Table 2.7 shows the main characteristics of wireless mobile and computer networks and 
security services based on the KNX standard and the Diameter protocol. Analysis of the Table 2.7  
shows that in the context of the emergence of a full-scale quantum computer, hybridity and syn-
ergy of cyber-attacks, wireless channels partially provide privacy services, which requires new 
approaches to security based on post-quantum mechanisms. The provision of security services in 
wireless channels is associated with a contradiction between the speed indicators of wireless chan-
nels and the need to use cryptographic algorithms to provide confidentiality and integrity services.
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In addition, in the post-quantum cryptoperiod, the requirements for symmetric cryptography 
algorithms increase significantly, which casts doubt on the possibility of providing a compromise 
between the amount of key data and the amount of memory of switching devices. Also, the possi-
bility of offline encryption of various information flows based on symmetric cryptography. To provide 
security services, it is proposed to use post-quantum algorithms – crypto-code constructions of 
McEliece and Niederreiter on algebrogeometric codes [56–60]. Both crypto-code constructions 
are based on the principle of using the theory of error-correcting coding and the orthogonality of 
the matrices G, the generating matrix of the linear code, and H, the check matrix of the linear code. 
Taking into account the orthogonality of matrices G and H (G×HТ = 0), these cryptosystems have 
almost the same energy costs for encryption (Fig. 2.10).

 Fig. 2.10 Block diagrams of McEliece and Niederreiter CCC

Private key G, X, P, D

Public key
Gx=X×G×P×D

Formation of
key data

McEliece crypto-code construction on the EC

Decryption

cX*

X-1, P-1, D-1

c`=cX*×D-1+P-1

c`=i`×G+e`
i=i ×X-1

Secret key a1, …, an

Session key |IV1|, e

ВА

cX*=i×GX+e

Private key H, X, P, D

SX

X-1, P-1, D-1

Secret key a1, …, an

Session key |V1|

ВА

Public key
Hx=X×G×P×D

Formation of
key data (ЕС)

Niederreiter crypto-code construction on EC

DecryptionEncryption

Splitting of non-binary
equilibrium vector on positional

and binomial vectors
A=AB×(q-1)w+AP

Convert error vector
to plaintext

SX=cX*×HX
T

c`=cX*×D-1+P-1

c`=i`×G+e`
e=e`×P×D

SX*=e×HX
T

Encryption

Protocol

Protocol
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Concealment matrices are used as a key sequence in both crypto-code constructions:
- X – masking nondegenerate randomly equiprobable k×k matrix formed by the source of keys 

with elements from GF(q);
- P – permutation randomly equiprobably formed by the source of keys n×n matrix with ele-

ments from GF(q);
- D – diagonal matrix formed by the n×n key source with elements from GF(q);
- G – k×n generating matrix (McEliece CCC);
- H – check matrix with dimension r×n. In addition, a distinctive feature of Niederreiter’s CCC 

is the preliminary use of equilibrium coding, which makes it possible to provide a practically relative 
coding rate equal to one. 

Table 2.8 shows the main characteristics of elliptic (EC) modified elliptic (MEC) codes. No-
tations: GF(q) – Galois finite field; X – smooth projective algebraic curve in a projective space 
Pn over GF(q), g = g(X) – kind of curve; X(GF(q)) – the set of its points over a finite field;  
N = X(GF(q)) – their number. С – divisor class on X power α>g–1, C defines the mapping  
ϕ:X→Pk-1, where k≥α–g+1. The set yi = ϕ(xi) specifies the code. Number of points in intersection 
ϕ(X) with the hyperplane is equal to α, i.e. n–d≤α. This construction allows building codes with 
parameters k+d≥n–g+1, length n of which is less than or equal to the number of points on the 
curve X. 

 Table 2.8 ЕС, МЕС main characteristics (n, k, d)

Characteristics ЕС

(n, k, d) parameters of the code that 
is built through of the view ϕ:X→Pk-1

n q q� � �2 1,  k≥α, d≥n–α, α=3×degF, k+d≥n

(n, k, d) parameters of the code that 
is built through of the view ϕ:X→Pr-1

n q q� � �2 1,  k≥n–α, d≥α, α=3×degF, k+d≥n

Characteristics Shortened МЕС Extended МЕС

(n, k, d) parameters of the code that 
is built through mapping of the view 
ϕ:X→Pk-1

n q q x� � � �2 1 ,  k≥α–x, 
d≥n–α, α=3×degF, k+d≥n

n = q +q+ x + x2 1 1− ,
 k≥α–x+x1, d≥n–α, α=3×degF

(n, k, d) parameters of the code that 
is built through mapping of the view 
ϕ:X→Pr-1

n q q x� � � �2 1 ,  k≥n–α, 
d≥α, α=3×degF, k+d≥n 

n = q +q+ x + x2 1 1− ,  
k≥n–α, d≥α, α=3×degF

Table 2.9 shows the main parameters of the McEliece cryptosystem. The paper [21] presents 
the results of studies of the energy consumption of crypto transformations and cryptograph-
ic strength. The obtained results confirm the possibility of practical implementation and use of 
post-quantum algorithms (McEliece and Niederreiter CCC) in wireless channels in offline mode. 
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 Table 2.9 The main parameters of McEliece CCC on ЕС, МЕС

Parameter CCC ЕС

private key size lK+=n2×k2×m

information vector size lI=k×m

cryptogram dimension ls=n×m

relative transfer rate R l l k m
n mI s� �
��/

Parameter CCC on shortened МЕС CCC on extended МЕС

private key size l x q qK � � � � �� ��
��

�
��

log2 2 1 l x x q qK � � �� �� � �� �1 2 2 1log

information vector size lI=(α–x)×m lI=(α–x+x1)×m

cryptogram dimension l q q x mS � � � �� ��2 1 l = q +q+ x + x mS 2 1 1�� ��
relative transfer rate R x q q x� �� � � � �� �� / 2 1 R x x q q x x� � �� � � � � �� �� 1 12 1/

When developing the conceptual foundations of the two-contour CPS security system based 
on post-quantum algorithms, the approach proposed in [21] was used. It is based on the concept 
of double-contour security based on crypto-code constructions. At the same time, it is proposed 
to use integrated solutions for the use of certain codes in crypto-code systems based on the gra-
dation of the information secrecy degree in socio-cyber-physical systems. Table 2.10 shows the 
ratio of time and the degree of information secrecy.

 Table 2.10 The ratio of time and the degree of information secrecy

The degree of information secrecy Time Suggested codes for ССС

critical up to 1 year МЕС, flawed codes

high up to 1 month МЕС

medium up to 1 hour ЕС

low up to 10 minutes ЕС

very low up to 1 minute LDPC

Fig. 2.11 shows a block diagram of the conceptual foundations of a dual-contour security 
system. For a formal description of the Concept, the approach in [21], will be used: to ensure the 



models of socio-cyber-physical systems security

36

security of the entire protection system, it is necessary to take into account the threats of the 
internal and external contours for each of the platforms:

1) threats of the internal contour, taking into account the hybridity and synergy of threats for 
the CPS platform:

W W! I Au
! PS ISL

synerg synerg
!

hybrid CPS platform CPS platform, , = PPS ISL !
synerg
CPS ISL I

synerg
CPS IW W 

CPS platform CPS platform

SSL Au,  (2.1)

where Wsynerg
! PS ISL !

CPS platform
 – synergy of threats on privacy service, Wsynerg

! PS ISL I

CPS platform
 – synergy of threats on 

integrity service, Wsynerg
! PS ISL Au

CPS platform
 – synergy of threats on authenticity service;

2) threats of the internal contour, taking into account the hybridity and synergy of threats for 
the cyberspace platform (CbS):

W W! I Au
! bS ISL

synerg synerg
!

hybrid CbS platform CbS platform, , = bbS ISL !
synerg
CbS ISL I

synerg
CbS IW W 

CbS platform CbS platform

SSL Au,  (2.2)

where Wsynerg
! bS ISL !

CbS platform
 – synergy of threats on privacy service, Wsynerg

! bS ISL I

CbS platform
 – synergy of threats on 

integrity service, Wsynerg
! bS ISL Au

CbS platform
 – synergy of threats on authenticity service.

Overall threat assessment of the inner loop, taking into account CPS technologies: 

W W WISL
CPS

! I Au
! PS ISL

synerg ! I Au= hybrid hybridCPSplatform, , , ,

!! bS ISL
synergCbSplatform

.  (2.3)

General assessment of threats of the internal contour, taking into account the form of owner-
ship of the elements and technologies of the cyber-physical system (Fig. 2.11):

W W W WISL
CPS

ISL
CPS

ISL
CPS

ISLgeneral private. state corporativ
=  

CCPS ,   (2.4)

where WISL
CPS

private.
 – overall assessment of internal contour threats to the personal property system, 

WISL
CPS

state
 – overall assessment of threats of the internal contour for the state property system, 

WISL
CPS

corporativ
 – overall assessment of internal contour threats to the corporate property system;

3) threats of the external contour, taking into account the hybridity and synergy of threats 
for the CPS platform:

W W! I Au
! PS SL

synerg synerg
!

hybrid CPS platform CPS platform, , = PPS SL !
synerg
CPS SL I

synerg
CPSW W 

CPS platform CPS platform

SSL Au,  (2.5)

where Wsynerg
! PS SL !

CPS platform
 – synergy of threats on privacy service, Wsynerg

! PS SL I

CPS platform
 – synergy of threats on 

integrity service, Wsynerg
! PS SL Au

CPS platform
 – synergy of threats on authenticity service;

4) threats of the external contour, taking into account the hybridity and synergy of threats for 
the cyberspace platform (CbS):

W W! I Au
! bS ESL

synerg synerg
!

hybrid CbS platform CbS platform, , = bbS ESL !
synerg
CbS ESL I

synerg
CbS EW W 

CbS platform CbS platform

SSL Au,  (2.6)
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where Wsynerg
! bS ESL !

CbS platform
 – synergy of threats on privacy service, Wsynerg

! bS ESL I

CbS platform
 – synergy of threats on 

integrity service, Wsynerg
! bS ESL Au

CbS platform
 – synergy of threats on authenticity service.

 Fig. 2.11 Structural diagram of the conceptual foundations of  
a double-contour security system
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General assessment of threats of the external contour, taking into account CPS technologies:

W W WSL
CPS

! I Au
! PS ESL

synerg ! I Au= hybrid hybridCPSplatform, , , ,

!! bS ESL
synergCbSplatform

.  (2.7)

Overall assessment of threats of the internal contour, taking into account the form of owner-
ship of the elements and technologies of the cyber-physical system (Fig. 2.11):

W W W WSL
CPS

SL
CPS

SL
CPS

SLgeneral private. state corporativ
=  

CCPS ,
 

 (2.8)

where W SL
CPS

private.
 – overall assessment of internal contour threats to the personal property system,  

W SL
CPS

state
 – overall assessment of threats of the internal contour for the state property system, 

W SL
CPS

corporativ
 – overall assessment of internal contour threats to the corporate property system.

Based on expressions (2.3), (2.7), an assessment of threats in cyber-physical systems in 
the internal and external CPS security contours is formed, and on the basis of expressions (2.4), 
(2.8) – taking into account forms of ownership (separately). To provide a generalized assessment 
of a multicontour security system, the formula was used:

W W WCPS
ISL
CPS

ESL
CPS

final general general
=  .  (2.9)

Required information resource security services I IA Ai
�� �  can be described by a tuple 

I Type A A AA i i
C

i
I

i
Au

ii
� � �, , , , .�  
Тypei – information asset type, described by a set of basic values: Тypei = {CIi, PDi, CDi, 

TSi, StRi, PubIi, ContIi, PIi}, where СIi – confidential information, PDi – payment documents,  
CDi – loan documents, TSi – commercial secret, StRi – statistical reports, PubIi – public informa-
tion, ContIi – control information, PIi – personal data, βi – a metric of the ratio of time and degree 
of information confidentiality for an asset (critical – 1.0; high – 0.75; medium – 0.5; low – 0.25; 
very low – 0.01).

Then the general (current) level of security of cyber-physical systems based on wireless mobile 
technologies is described by the expression:

- for additive convolution:
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- for multiplicative convolution:
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Such an approach will allow to provide the required level of security in a timely manner, taking 
into account the degree of information secrecy and / or the security time that is necessary to 
provide confidentiality, integrity and authenticity services. To ensure the required security level, it 
is possible to combine various codes and CCC, both McEliece and Niederreiter.

2.4 Mathematical model of a method for ensuring confidentiality and authenticity 
in wireless channels

The formation of a method for ensuring the confidentiality and authenticity of information 
based on a two-contour security system is proposed to be implemented at the CCC. The use of 
various error-correcting codes, defective and LDPC codes in McEliece and Niederreiter CCC allows 
to form various combinations, taking into account the level of secrecy (confidentiality), as well as 
the required time of information cryptographic strength. Fig. 2.12 shows a block diagram of the 
proposed approach. 

The main elements of the internal contour are various physical control devices (sensors, count-
ers, tracking sensors, video cameras, etc.), as well as the server for dispatching and controlling 
the physical mechanisms of the CPS. The elements of the outer contour include a server for 
generating key sequences and storing long-term keys, as well as mobile applications (if necessary) 
for CPS users. 

To provide security services, it is proposed to install McEliece CCC software and hardware 
encoders on the elements of the internal contour. In this case, on the basis of complexing and the 
level of circulating information secrecy, various noise-immune codes are established and used. The 
dependence of time and the degree of information secrecy is given in Table 2.9.

The relationship between the internal and external contours of the security system on the 
basis of the proposed method is provided by Niederreiter’s CCC, the relative coding rate is  
close to 1. At the same time, the use of two CCCs increases the security level by at least  
2 times, and the use of various error-correcting codes integrated provides an increase in the  
error reliability. 

Long-term keys are formed in the external contour, the use of which allows to reset the CPS 
security system (in case of loss of gadgets control, compromise, etc.). As well as the formation 
of private keys for use in the CPS in the internal contour. To ensure security, long-term keys are 
stored in encrypted form by McEliece or Niederreiter CCC. This approach ensures the closure of 
all channels of information transmission both in the internal contour – the cyber-physical system, 
and in the external contour, as well as communication channels between the contours. In this case, 
post-quantum cryptosystems are used, which makes it possible to use this approach with the 
prospect of a full-scale quantum computer.

To form a mathematical model of the method for ensuring confidentiality and authenticity in 
wireless channels, the approaches of the works [21, 56–60] will be used.
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 Fig. 2.12 Structural diagram of the formation of a method for 
ensuring confidentiality and data integrity
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The initial data for the mathematical models of McEliece and Niederreiter CCC are:
– set of open texts for McEliece CCC M={M1, M2, ..., Mqk}, where Mi={I0, Ih1

,...,  
Ihj

, Ik-1}, hj – information characters equal to zero, |h|=1/2k, i.e. Ii=0, ∀Ii∈h; for Niederrei- 
ter CCC e e e e e GF qi h h e ek

� � � � ��0 11
, ... , , ( ), , he – error vector characters that are equal to zero, 

|h|=1/2e, that is ei=0, ∀ei∈h. Based on the equilibrium coding algorithm, the plaintext is con-
verted into an error vector;

– set of closed texts (codegrams) for McEliece CCC C C C C
qk= { , ,..., },1 2  where 

C A A A Ai X h h Xj n
�

�
( , ,..., , ),* * * *

0 1 1
 � �A GF qX j

* ( );  for Niederreiter CCC S S S S
qr� � �0 1, ,... ,  where 

S S S S Si X h h Xj r
� � �0 1

* * * *, ,... , , � �S GF qXr
( ) ;
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– a set of direct mappings (based on the use of a public key – generating / checking matrix of 
error-correcting codes (error-correcting code – ECC) (algebrogeometric codes: ЕС, МЕС; LDPC; 
flawed codes):

1) for McEliece CCC – ϕ = (ϕ1, ϕ2, …, ϕs), where �i k hM C
j

: ,� �  i = 1, 2,…, s;
2) for Niederreiter CCC – ϕ = (ϕ1, ϕ2, …, ϕr), where �i r hM S

e
: ,� �  i = 1, 2, …, e;

– set of inverse mappings (based on the use of a private key – masking matrices):
1) for McEliece CCC – � � � �� � � ��1

1
1

2
1 1{ , ,..., },s  where �i k hC M

j

�
� �1 : ,  i = 1, 2,…, s;

2) for Niederreiter CCC – ϕ = (ϕ1, ϕ2, …, ϕr), where �i r hM S
e

: ,� �  i = 1, 2,…, e;
– set of keys parameterizing direct mappings (authorized user’s public key):
1) for McEliece CCC – KU KU ,KU ,...,KU G ,G ,...,Gi S S

ECC ECC ECC� � � � � �1 2 1 2 ,  where G
Xai

iLDPC  – gen-
erating n k×  matrix disguised as a random code. The matrix is determined from the orthogonality 
of the generator and check matrices;

2) for Niederreiter CCC – KUi = {KU1, KU2, …, KUr} = {H1, H2, …, Hr}, where H
Xai

iECC  – erifi-
cation (N–K)×N matrix determines (N–K) checking symbols P1, P2, …, PN–K as a linear combination 
of information symbols dk, k = 1, 2, …, K;

– set of personal (private) keys of users:

KR KR KR KR
X P D

X P D X P D
r

r

� � � �
� �
� � � �
�
�
�

��

�
�1 2

1

2

, ,...,
, , ,

, , ,..., , ,
��

��
� � � � �, , , , , ,X P D X P D

i

i i i

where Xi – masking non-degenerate randomly equally probable generated by the key source k×k 
matrix with elements from GF(q); Pi – permutable randomly equiprobably formed by the source of 
the keys n×n matrix with elements from GF(q); Di – diagonal formed by the source of the keys n×n 
matrix with elements from GF(q). Due to the fact that the diagonal matrix is equal to the identity 
matrix, the value can be neglected, which reduces the capacity and complexity of the calculation.

The public key is formed by multiplying the masking matrices by the generator/checking matrices:

– for McEliece CCC – G X G P u s
Xai

ECCu ECCuu u� � � �, { , ,..., };12

– for Niederreiter – H X H P u r
Xai

ECC ECCuu u u� � � �, { , ,..., }.12

The communication channel receives:
– for McEliece CCC – codeword: <<Eqn0072.eps>> where е – additional session key of 

each information package.
– for Niederreiter CCC – syndromic sequence:

S e Hn
ECC

Xai

T* .� � ��
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On the receiving side, an authorized user who knows the concealment matrices uses a fast 
decoding algorithm:

– for McEliece CCC:

M f C X P Di u j u� � � *,{ , , } .1

To recover the plaintext, the authorized user adds null information characters C C Cj j k hj

* ,� � �  
from the restored private text Сj removes the action of the secret permutation and diagonal ma-
trices Pu and Du.

C C D P M G e D Pj
u u

i

T
u uECCu

Xai

� � � � � � � � � � � �
�

�
�

�

�
�� � � � � � �

�

� � � �* 1 1 1 1

MM X G P D e D P

M X G

i
u u u

T
u u

i
u T

ECCu

Xai

� � � �� � �
�

�
�

�

�
�� � � � � � �

� � � � �

� �1 1

XXai

ECCu
T

u T u T u u u u

i

P D D P e D P

M

� � � � � � � � � � � � � � � � � � � � � �

� �

� � � �1 1 1 1

XX G e D Pu T T
u uECCu

Xai
� � � � � � � � � � � �� �1 1

,

decodes the resulting vector using the Berlekamp-Massey algorithm [32]:

! M X G e D Pi
u T T

u uECCu

Xai

� � � � � � � � � � � � � �� �1 1
,

i.e., gets rid of the second term and the factor G
Xai

ECCu
T� �  in the first term on the right side of 

the equality, after which it removes the effect of the masking matrix Xu. To do this, the result of 
decoding Mi×(Xu)T should be multiplied by (Xu)-1: (Mi×(Xu))T×(Xu)-1 = Mi. The resulting solution is 
the essence of plain text Mi;

– for Niederreiter CCC.
Next, an authorized user, using a set of matrices {X, P, D}u = {Xu, Pu, Du} forms a vextor: 

A A D PX
u u* * ,� � � � � � �� �1 1

 thus unmasks the code sequence AXi

* .
After substitution, getting the equality:

A A D P A M D P

A D P

X
u u

X i
u u

X
u u

i

i

* *    



� � � � � � � � �� �� � � � � � �

� � � � �

1 1 1 1

1 �� � � � � � � � �  
.

1 1 1
M D Pi

u u

An authorized user who has generated a vector has the ability to apply a fast (polynomial com-
plexity) noise-correcting decoding algorithm and thus generate a vector A A D PX

u u* *� � � � � � �� �1 1
 

and vector M M D Pi
u

i
u u� � � � � � �� �1 1

.
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To restore the information equilibrium sequence Mi it is enough again to multiply vector Mi
u  by 

masking matrices Pu and Du, in reverse sequence:

M M P D M D P P D Mi i
u u u

i
u u u u

i� � � � � � � � � � � � �
� �1 1

.

Thus, the presented mathematical model makes it possible to use McEliece and Niederreiter 
CCC to provide confidentiality, integrity, and authenticity services and to practically implement the 
proposed method. Fig. 2.13 presents the main elements of the proposed method for providing 
basic security services in cyber-physical systems based on wireless communication channels. The 
main difference from the known approaches is, while maintaining the level of bandwidth of the 
wireless channel, to provide the required level of security (cryptostrength) of the channel in an 
integrated way (cryptosecurity based on post-quantum algorithms at the level of 1025–1035 group 
operations), (Рerr not less than 10-9–10-12) [21, 56–60].

 Fig. 2.13 Block diagram of the proposed method for providing security services in wireless 
channels based on crypto-code constructions
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The use of post-quantum algorithms – crypto-code structures on the MEC allows the for-
mation of cryptosystems over the field GF (26), and when using defective codes, the formation 
of hybrid cryptosystems over the field GF (24), which allows their practical implementation on 
resource-limited chipsets. The conducted experimental studies have shown that the use of CCC 
in cyber-physical systems based on wireless channels requires the presence of a mobile Internet 
channel (broadband channel). This limitation is based on the existing multi-contour CPS model, 
where, as a rule, the control system is deployed in cloud technologies. 

Thus, the proposed model for the use of McEliece and Niederreiter CCC is the basic component 
of the proposed method for the formation of cryptosystems to provide basic security services. 
Such an approach, taking into account the multi-contour CPS and an objective assessment of the 
current state of security, makes it possible to form a reliable information protection system in the 
post-quantum period, taking into account possible APT attacks with signs of hybridity and synergy.

Algorithm for the practical implementation of confidentiality and authenticity in wire-
less channels

One of the variants of the proposed method for ensuring confidentiality and authenticity in out-
bred channels is the use of command transmission security based on two-way communication chan-
nels. For example, the connection between the key fob and the car’s on-board computer. To form a 
“dialogue coding” that requires a two-way communication channel (the presence of a receiver and 
a transmitter, both in the main module and in the key fob), let’s use McEliece CCC. In this case, 
the internal security contour is formed on the basis of encryption of the key fob authentication 
information package and information packages for the execution of various commands (unlocking 
the car, opening the driver’s door, opening the trunk, etc.). The external contour (cyberspace 
platform) stores a long-term secret key that allows to reset the key sequences of the CCC and, at 
the request of the user, generates private keys and public keys of the CCC.

To ensure the service of authenticity – the authenticity of sending a command from the key 
fob of an authorized user, it is proposed to use a random number that is generated at each “ap-
pearance” by the on-board computer of the car, it generates a random number (session key) with 
a length of 76 bits.

As a pseudo-random number generator of length 76, it is proposed to use a pseudo-random 
number generator based on a linear recurrent feedback shift register (LFSR) modulo an irreducible 
polynomial of 76 degrees. These pseudo-random number generators generate sequences of the 
maximum period and are easily implemented both in hardware and software [61]. The general 
structural diagram of the LFSR is shown in Fig. 2.14.

LFSR during the first k time counts, the key (switch) is in the upper position, and the shift 
register is filled with the key sequence Ki = (Ki0, Ki1, …, Kik-1). During the following qk–1 time read-
ings, the key (switch) is in the lower position and the values stored in the cells of the shift register 
are fed to the output of the device. At each time interval, it is in the lower position and the values 
stored in the cells of the shift register are fed to the output of the device. At each time interval, 
the information stored in the shift register moves one cell to the right, and the value stored in the 
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rightmost cell is fed through the LRFSR feedback loop. The feedback function specifies a specific 
type of feedback circuit switching and ensures the formation of a pseudo-random sequence of the 
maximum period. 

 Fig. 2.14 General block diagram of a recurrent shift register with feedback 
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...

LFSR feedback function

Input

Ki=(Ki0
, Ki1

, ... , Kik-1
)

The resulting number of 76 bits is converted into an information sequence I1×19 with ele-
ments from the field GF (24), due to the use of multiplexers according to the scheme presented 
in Fig. 2.15.

Let’s consider the algorithm for ensuring the authenticity and confidentiality of the formation 
of “dialogue coding” based on McEliece CCC. Car key fob software:

1. Sends a request to execute a command.
2. Receive over an open channel I2(1×19).
3. Removing masking matrices and receiving I1×19:

I I  D1 1 19 2 1 19
1
1 1 19

1
1 1 19� �

�
�

�
�� � � � � .( ) ( ) ( )

 Fig. 2.15 Scheme for converting a random number into an information sequence I1×19 
with elements from the field GF (24)
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4. Generation of an additional session key – е (error vector) – corresponding to some action) 
(number from 0 to 24). To form the error location, it is proposed to transform the sequence I1×19 
into a binary sequence and take the corresponding number in decimal number modulo 25.

5. Formation of a cryptogram. To do this, it is proposed to use the CCC on ЕС (МЕС)  
(25, 19, 3)-code:

c I G eECC
1 1 19 1 1 19 1 1 19�� � �� �� � �

�� �
,

where G X G P DECC

1 1 19 1 1 19 1 1 19 1 1 19 1 1 19�� � �� � �� � �� � �� �
� � � � ,  masking matrices Х1(1×19), Р1(1×19) and D1(1×19) are long-

term keys of the key fob and on-board computer of the car.
6. c1(1×19) enters the communication channel and is transmitted to the on-board computer of 

the car.
Vehicle on-board computer software:
1. At the request of the car key software, a random number of 76 bits is generated.
2. Converted to information sequence I1x19 with elements from the field GF (24).
3. Transformation of the information sequence I1x19 based on the use of McEliece CCC masking 

matrices Р1(1x19) and diagonal matrix D1(1x19):

I I  D2 1 19 1 1 19 1 1 19 1 1 19� � � �� � � � � .( ) ( ) ( )

4. Transmission I2(1×19) on a key fob.
5. Upon receipt c1(1×19) based on the fast Berlekamp-Massey decoding algorithm, the error 

vector is found, which determines the command that came from the key fob. 
Table 2.11 presents the results of the analysis of the provision of security services: confiden-

tiality, integrity and authenticity using various wireless channels.
Analysis of the Table 2.11 shows that the use of symmetric cryptosystems based on block and 

stream ciphers (used in the KNX standard) do not provide full confidentiality and integrity services 
in the post-quantum period.

Thus, the proposed algorithm ensures the closing of the wireless channel using a software and 
hardware complex. The use of a hardware solution for closing (encrypting) the execution command 
on the on-board computer of the car will counteract almost all threats of intercepting the code 
execution command and hacking the car’s security system as a whole.

This approach confirms that the use of CCC makes it possible to provide basic security services 
in wireless channels without forming VPN channels, which greatly simplifies practical use in the 
formation of the architecture of smart-city networks. Thus, the proposed method on CCC with 
different ECCs makes it possible to provide not only security services, but also to increase the reli-
ability of transmitted information flows in the channels of LTE technologies in an integrated manner. 
The use of a multi-loop information security system based on CCC also forms an objective assess-
ment of threats, and the current state of security of the system as a whole. The main limitation 
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of the proposed approach for providing security services in wireless communication channels is the 
use of either a tunnel mode for point-to-point connection, or the use of a mobile broadband Inter-
net channel, in which there are “no” possible filters and limitations of various mobile communica- 
tion providers. 

A promising direction for further research is to evaluate the effectiveness of using the pro-
posed method and the Concept of multicontour information protection based on the use of McEliece  
and Niederreiter CCC with the formation of a control system based on a desktop server.

 Table 2.11 Comparative characteristics of wireless channels

Technology

Providing security 
services Degree of information secrecy (βi)

Ai
C Ai

I Ai
Au 1.0 0.75 0.5 0.25 0.01

LTE (4G), LTE (5G) – – – / + – – – – –

IEEE 802.11 ас (WiFi 5) – – – / + – – – – –

IEEE 802.11ax, Wi-Fi 6+KNX – / + – / + – / + – – – + +

IEEE 802.16+KNX – / + – / + – / + – – – + +

IEEE802.16 m (WiMAX2) – / + – / + – / + – – – + +

IEEE 802.15.1, Bluetooth 5+KNX – / + – / + – / + – – – + +

IEEE 802.15.4+KNX – / + – / + – / + – – – + +

LTE+ССС на ЕСС (ЕС) + + + + + + + +

LTE+ССС на ЕСС (МЕС) + + + + + + + +

2.5 Methods for the practical implementation of McEliece and Niederreiter 
crypto-code structures

The creation of modern synthesized networks is based on the hybridization of technologies 
of wireless mobile and socio-cyber-physical systems based on the Internet of things. Classical 
computer systems and technologies integrate elements of the Internet of things and form funda-
mentally new directions for the development of the IT industry, smart technologies that combine 
all the achievements of mobile, wireless and socio-cyber-physical systems. However, the rap-
id expansion of mesh-, sensor networks using wireless channel standards: mobile technologies  
LTE (Long-Term Evolution), IEEE 802.16, IEEE 802.16e, IEEE 802.15.4, IEEE 802.11, Bluetooth 
does not ensure the security of information flows. In pursuit of super speeds, these channels 
do not provide confidentiality and integrity services. The Diameter protocol provides interaction 
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between clients in order to authenticate, authorize and account for various security services, 
however, it has significant drawbacks in terms of modern cyber attacks. To ensure security in cy-
ber-physical systems based on the Internet of things, the KNX standard (ISO / IEC 14543) is used 
based on the use of VPN channels (encryption AES-128, -256). However, all security mechanisms 
will not provide the required level of security in the post-quantum period (the emergence of a full-
scale quantum computer). USA NIST experts raise doubts about the strength of modern symmetric 
and asymmetric cryptosystems (including algorithms on elliptic curves) based on Grover and Shor 
quantum algorithms. Under such conditions, post-quantum cryptoalgorithms based on the synthe-
sis of theories of error-correcting coding and information protection – crypto-code constructs – 
can be considered as an alternative security mechanism. Such designs are hybrids, because the 
formation of an asymmetric cryptosystem (cryptosecurity is not based on a theoretical complexity 
problem – decoding a random code) is provided on the basis of the use of algebraic codes. Accord-
ing to USA NIST experts, to ensure cryptographic strength, the formation of noise-resistant codes 
is necessary over the Galois field (GF 210–213), which is a rather difficult issue even with modern 
computing resources. The use in wireless cyber-physical systems requires a significant reduction in 
the field, which, on the one hand, will ensure a reduction in energy consumption, and on the other 
hand, it requires the required level of cryptographic strength. Thus, for cyber-physical systems 
based on wireless mobile technologies, cryptosystems are needed that will provide the required 
level of cryptographic strength in the post-quantum period, energy intensity, which will allow them 
to be used in smart technologies, and also provide a full range of security services.

To ensure security in the post-quantum period – the emergence of a full-scale quantum com-
puter, NIST specialists propose to use post-quantum algorithms. Such algorithms require an in-
crease in key sequences to 512 bits for symmetric cryptosystems (this provides a safe time of 
about 60 years), or the use of post-quantum asymmetric cryptosystems (PQAS). Among the 
contestants of the third round of the competition, algorithms built on the integration of the theory 
of error-correcting coding and cryptography stand out. Fig. 2.16 shows the block diagrams of the 
McEliece and Niederreiter crypto-code constructions on algebrogeometric codes (elliptic codes 
over the field GF(28), which provide protection against the Sidelnikov attack and reduce energy con-
sumption. In addition, they provide an integrated error correction in the information sequence [36]. 

However, the McEliece CCC provides an integrated (by one mechanism) error correction. The 
Hamming weight (the number of non-zero elements of the error vector e) does not exceed the 
correcting ability of the used algebraic block code 0

1
2

� � � � �
��

�
�

�

�
�

�

�
��

�

�
��w e t

d
. The use of MEC in 

crypto-code structures provides the required level of cryptographic strength, due to the use of 
vectors initialization (IVi, where i are the numbers of symbols of shortening or lengthening), and 
also allows to ensure their construction over GF (26). The papers [36] present mathematical 
models and practical algorithms for their implementation, as well as the results of studies of their 
cryptographic strength. Hybrid crypto-code structures based on defective codes can reduce the 
level of energy consumption (built over the field GF (24), and provide the required level of cryp-
tographic strength, through the use of two-channel cryptography [2, 22, 36]. However, their use 
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in smart technologies and wireless mobile standards networks is difficult, due to the need the need 
for additional conversion of m-th code sequences into binary ones and vice versa, which requires 
additional energy consumption. To solve this issue, it is proposed to use LDPC codes to build crypto- 
code structures.

LDPC codes are used in modern data transmission standards such as DVB-S2, Gigabit Ether- 
net, WiMAX, Wi-Fi. This ensures their use in any communication system, for example, in space 
communications, microwave communication systems, digital satellite television.

The formation of regular LDPC codes is determined by a sequential procedure [36]. A regular 
LDPC code with block length n is generated based on a check matrix H, which is characterized by a 
constant number of ones in the row Wr and a constant number of ones in the column Wc. The check 
matrix H has a low density of units (the density of units is considered low if the specific fraction of 
units is less than 50 % of all elements of the check matrix).

Based on the given parameters n, Wr, Wc the corrective properties of the code (t bit) are 
changed. In this case, the position of units in the check matrix H is formed on the basis of ran-
dom permutations of the columns of the base submatrix containing only one unit in each column. 
In this case, the rate of a regular LDPC code, depending on the parameters of the check matrix, is 
determined by the formula:

r

n n
W
W

W

n
W
W

W
nk

c

r
c

c

r

c�

� � � �� ��

�
��

�

�
��
� � �

�
1

1
1
,  (2.12)

where n is the length of the code sequence; Wr is the number of ones in the row of the check 
matrix H; Wc is the number of ones in the column of the check matrix H; rk is the coding rate of 
the regular LDPC code.

At the same time, matrices H of the LDPC code of the same size and with the same parameters 
can generate codes with different code distance d and correction power t.

The check matrix of the LDPC code can be represented as:
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 (2.13)

where Н1 is the base submatrix; p1(H1) are the submatrices obtained by random permutation of the 
columns of the base submatrix Н1, i = 1, 2, …, Wc 1.

The check matrix H can be reduced to the form:

H A In k� �� ��� ,  (2.14)
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where A is some fixed ((n–k)×k) matrix with 0s and 1s (which is no longer 1 – sparse), and In-k is 
an identity matrix of size ((n–k)×(n–k)).

The codeword generation matrix of G words has the form:

G I Ak
T� ��� ��.  (2.15)

If the matrix H is presented in the form (2.14), then the matrix G (2.15) is easily obtained from 
the matrix H by Gaussian transformations.

On the receiving side, an authorized user who knows the concealment matrices uses a fast 
algorithm based on soft decoding. Fig. 2.16 is a block diagram of decoding the received sequence 
based on soft decoding.
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 Fig. 2.16 Soft Decision Decoding Scheme

The following designations are introduced on the scheme: LLR – log-likelihood ratio (logarithm 
of the likelihood ratio); dk – a codeword symbol, dijÎ{0, 1}, xk = (2dk1)+pk; pk – a random variable 
with a normal distribution with zero mean.

Analysis of Fig. 2.16 shows that the soft decision is the log likelihood ratio (posterior LLR).  
A soft decision can be represented by a set of a priori, internal and external information. The hard 
decision for some symbol is based on the a posteriori LLR. The sign of the logarithm with respect 
to the likelihood determines the rigid solution, and the magnitude determines the reliability of  
this solution. 

The check matrix has the dimension (N–K)´N and allows expressing (N–K) check symbols P1, 
P2, …, PN-K in the form of a linear combination of information symbols dk, k = 1, 2, …, K, that is, 
it defines the check equations:
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where cij are elements of submatrix A, cijÎ{0,1}. If dk, k = 1, 2, …, K are statistically independent 
symbols that take the values 0 and 1 and which, in general, correspond to the information symbols 
of the block code, and βk = (2dk-1) = ±1. 

With this format, the result of adding symbols βk modulo two will look like this:
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Then the logarithm of the likelihood ratio of the sum modulo – two symbols βk – LLP(β1⊕ 
β2⊕...⊕βK) can be written as follows [60]:
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Expression (11) can be approximated as:
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where the sign (•) function returns the sign of its argument. 
Each test equation (9) allows to express one symbol (regardless of whether it is information or 

test) through the modulo two sum of all other symbols included in this test equation.
The initial data of the algorithm are: a check matrix H of a block (N, K) code, a sequence of soft 

decisions for information and check symbols from the demodulator output.
Decoding algorithm for LDPC codes:
Step 1. Determine the reliability estimate for each code symbol (for each information and 

check symbol) of the code word based on soft decisions on the demodulator output by calculating 
their absolute value (neglect the sign of soft decisions in the demodulator output sequence). 

Step 2. For the row of the check matrix H with number i, i = 1… N–K:
1) find the code symbol corresponding to the non-zero (single) value of the elements of the row 

with number i of the matrix H. This means that the code symbol is part of the verification equation 
determined by the row with number i, and has the lowest reliability score value (the least reliable 
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symbol). Let’s fix the column number j, j = 1…N of the check matrix H, which corresponds to the 
found least reliable character;

2) transform the check matrix H by linearly combining its rows. Linear combination is performed 
in order to eliminate the dependence of other test equations (defined by other rows of the test 
matrix) on the least reliable symbol found. This will be achieved when the column of the matrix H 
with the number j will have only one unit, contained exactly in the considered row with the number i;

3) repeat preliminary procedures 1 and 2 for each of the rows of the check matrix H, after 
which let’s proceed to the next step.

Step 3. Perform hard decoding of the K symbols that have the highest value for reliability 
estimation (the most reliable symbols). 

Step 4. For each of the K most reliable symbols:
1) find soft solutions using two trial code sequences (hypotheses). One trial sequence is 

generated by re-encoding the hard decoding result of the K most reliable symbols obtained in Step 
3 (first hypothesis). The other is formed by re-encoding the result of hard decoding of the K most 
reliable symbols obtained in step 3, but with an additional inversion of the symbol for which a soft 
solution is found (second hypothesis);

2) find a hard solution based on the soft solution obtained in the preliminary procedure. 
Step 5 (optional). Update the reliability estimate for each code symbol and proceed to Step 1 

for the next iteration.
Thus, the presented algorithm makes it possible to ensure the efficiency of decoding and en-

sures the use of LDPC codes in McEliece and Niederreiter crypto-code structures. This approach 
allows varying, depending on the degree of information secrecy in the choice of an error-correcting 
code for crypto-code structures, and ensuring the required level of security. 

Thus, taking into account expressions (2.12)–(2.15) and structural schemes of CCC McEliece 
and Niederreiter, it is possible to use post-quantum cryptosystems of provable strength to ensure 
information security in wireless networks based on mobile technologies [36].

To ensure security in cyber-physical systems and smart technologies, the KNX standard (ISO / 
IEC 14543) is usually used, which provides security services – data confidentiality and integri- 
ty [2, 22, 36]. Fig. 2.17, 2.18 present the basic principles of security based on the use of the 
KNX standard. The KNX IP Secure standard allows authentication and encryption of KNX telegrams 
in IP networks. In this case, as a rule, tunneling is formed, which ensures the confidentiality of 
information. KNX IP Secure mechanisms are an additional security shell (shell) that protects all 
KNXnet / IP data traffic.

However, KNX IP Secure is not so secure, it is possible to monitor the network, record 
sent packets and easily repeat them, because there are no line connectors with the “Security 
Proxy” function. In addition, the use of the AES-128 algorithm in the formation of tunneling in the 
post-quantum period will not provide the required level of protection even for the inner loop.

In Fig. 2.18, the presented interaction protocol based on wireless mobile Internet confirms 
the possibility of ensuring data confidentiality only in the internal security loop – inside the network 
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infrastructure. However, in the outer security loop, the standard does not provide services. It 
is assumed that this is done by security technologies inside cloud platforms, which, given their 
accessibility to the intelligence services of developed countries, casts doubt on the provision of 
security services. Thus, a control system that is hosted and implemented on the basis of cloud 
technologies (an external security loop) is not fully secure. With the advent of quantum computers, 
the possibility of performing the full range of functions with safety in mind is called into question. 
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 Fig. 2.17 Ensuring security in mobile wireless channels based on KNX

KNX Data Secure allows to protect user data from unauthorized access and manipulation using 
encryption and authentication mechanisms. KNX Data Secure devices use a longer KNX telegram 
format (extended frames) than conventional devices to transmit authenticated and encrypted data. 

KNX Data Secure uses CCM (Cipher Chain Message Authentication Code Counter) mode with 
128-bit AES encryption to ensure the integrity of the information. However, the proposed options 
for using the KNX standard provide only integrity and do not provide confidentiality of information, 
which significantly reduces the overall level of security of information flows circulating in wireless 
mobile networks.

To ensure authenticity in mobile wireless technologies and networks, the Diameter protocol  
is used. The Diameter protocol has a predefined set of common attributes and assigns appropriate 
semantics to each attribute. These AVPs (Attribute-Value-Pair) convey AAA (authentication, au-
thorization, accounting) details (such as routing, security, and capabilities) between two Diameter 
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nodes. In addition, each AVP pair is associated with an AVP Data Format that is defined in the 
Diameter protocol (e.g., OctetString, Integer32), so the value of each attribute must follow the 
data format [2, 22, 36]. However, the Diameter protocol, like previous mobile network protocols, 
was not designed with security in mind. Therefore, it has almost all the threats that the “G” 
technology itself has.

Tp
 li

ne

KNXnet/IP Router
Manufacturer-specific device 
connected to the Internet, showing
the status of (some) group objector tunnel server

TP site

Line coupling

a)

End device

TP site

Tp
 li

ne

Line coupling

b)

 Fig. 2.18 KNX Data Secure: a – KNX IP Secure; b – KNX Data Secure

Developers in pursuit of super-speeds do not think that the development of computer tech- 
nology allows intruders (cyberterrorists) to “expand the range and boundaries” of threats. In other 
words, to consider the use of this technology for organizing a “window” to corporate networks 
and / or local user networks. 

As practice shows, in networks based on the Diameter protocol, attacks aimed at denial of 
service, disclosure of information about subscribers and the operator’s network, as well as fraud 
against the operator are possible. 

In addition, an attacker can forcefully transfer the subscriber’s device to 3G mode – and carry 
out further attacks on the less secure SS7 system.

The goals of attacks are listening to voice calls, intercepting SMS, and implementing fraudulent 
schemes against subscribers [22, 36]. Thus, the absence of cryptographic algorithms for providing 
confidentiality and integrity services leads to the identification of the following classes of “classical” 
attacks (Fig. 2.19).

At the same time, confidentiality means protecting data from passive attacks during transmis-
sion, integrity means protecting data during storage, and authenticity means the authenticity of 
the message source.
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Analysis of Fig. 2.19 shows that if only this protocol is present in mobile wireless technologies, 
the problems of confidentiality and integrity are not solved. The use of KNX standard mechanisms 
provides these services only inside the infrastructure of cyber-physical systems, and does not pro-
vide protection in the external security loop – a platform based on cloud technologies. In Table 2.1  
shows the main characteristics of wireless mobile and computer networks and security services 
based on the KNX standard and the Diameter protocol.

THREATS
Evolved Packet Core (EPC)

Integrity Threats Threats to authenticity

Interception of personal
user identifiers MSISDN, 
IMSI

Creating a session on
behalf of the subscriber
for the purpose of fraud

DoS, DDoS, EDoS
attacks

Subscriber location
determination

Privacy Threatst

Man-in-the-middle attacks

Interception of SMS messages

Eavesdropping on VoLTE calls by
sniffing packets

 Fig. 2.19 Main types of attacks on Evolved Packet Core

Examples of the practical implementation of such systems is the protocol for ensuring the 
security of voice messages in online mode, proposed in [36], based on McEliece and Niederreiter 
CCC on ЕС (МЕС), which is shown in Fig. 2.20. 

So, in Fig. 2.21 to ensure the security of voice messages, it is proposed to use a hard-
ware-software encoder that is built into the headset headset (it is proposed to use Bluetooth 
headphones) and provides encryption of a digital message based on the McEliece CCC. After that, 
the encrypted message is transmitted via a Bluetooth channel to a mobile gadget. In this case, 
standard protocols of the GSM mobile Internet channel are used. This allows to ensure the confi-
dentiality of the conversation without taking into account the requirements of the communication 
channel, the requirements of manufacturers of headsets and mobile gadgets, and does not take 
into account modifications of both the Bluetooth channel and mobile Internet technology. 

In addition, the use of a hardware-software implementation of the encoder in the form of a 
chipset can significantly reduce the cost of production and implementation of this approach. To 
ensure security, only the session password is recorded in the headphones, depending on the role 
(sender, recipient), which are recorded from the mobile application.

After the end of the conversation, they are deleted. In this case, the chipset implements an 
encoder based on the McEliece CCC. Ensuring the security of the transfer of key data between the 
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mobile application and the server is provided by Niederreiter’s CCC. To ensure the security of the 
server part, after generating the keys for conducting a conversation and transferring them to the 
sender and recipient, the server RAM is reset, which ensures channel tunneling between users. 
The secret keys of the McEliece and Niederreiter crypto-code structures change at different time 
intervals and are OTP keys (session keys).
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 Fig. 2.20 Structural diagram of building a two-loop information protection system on 
the CCC to ensure the confidentiality of voice messages
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Consider a voice message security protocol based on post-quantum algorithms:
SUBSCRIBER A (call initiator)
1. Opens the phone software and in the list of subscribers find the corresponding subscriber 

(Subscriber B).
2. Sends a request to subscriber B through the server.
3. Receives on the phone software through a private channel (using encryption based on  

Niederreiter’s CCC on the ЕС) a private key, and a public key of Subscriber B.
4. Confirms readiness for a conversation. At the same time, a private key KRA and a public key 

KUВ are transmitted from the phone software via a Bluetooth channel.
5. In the Bluetooth headphones in the encoder (coder / decoder), the key is recorded.
6. After the key is written, a ready signal is generated.
7. After confirmation of the readiness of subscriber B, a conversation is carried out.
SERVER SOFTWARE
1. At the request of subscriber A in Secret keys of CCC (block 2), the CCC Key Selection Gen-

erator randomly selects the key parameters and sends it to key generator (block 1).
2. In key generator, secret keys are received from GSM (masking matrices – X, P, D, and 

generating matrix GEC).
3. In key generator, KRA (McEliece CCC private key of subscriber A) and KUA (public key of 

Subscriber A) are formed.
4. Based on the response of subscriber B, a public key KUВ is formed and transmitted to 

Subscriber A.
5. In encoder (block 3) from key generator (bock 1), the generated KRA and KUA are received, 

after the transfer of the keys in key generator, the data is erased.
6. In encoder KRA, KUA, KUВ are encrypted.
7. From encoder, respectively, KRA, KUВ are sent to Subscriber A (the subscriber who initiates 

the call), KUA – to Subscriber B (the subscriber who is being called), after the transfer of the keys 
in encoder, the data is erased.

SUBSCRIBER B (recipient of the call)
1. Receives a request from the server in the phone software to transfer the public key (KUA).
2. Confirms the request to the server, sends KRB.
3. Receives the public key KUA on the phone software via a private channel (using encryption 

based on Niederreiter CCC in the ЕС).
4. Confirms readiness for a conversation. At the same time, a public key (KUA) is transmitted 

from the phone software via a Bluetooth channel.
5. In the Bluetooth headphones in the decoder (coder / decoder), the key is written.
6. After the key is written, a ready signal is generated.
7. After confirmation of readiness, subscriber B sends a signal to the server that it is ready to talk.
Thus, the proposed protocol ensures the closure of the mobile Internet channel using a set of 

software and hardware. Using a hardware solution for closing (encrypting) a voice message in a 
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headset will counteract almost all threats, and using a key server provides a tunnel mode, which 
eliminates the possibility of “eavesdropping” of voice messages.

Fig. 2.21 shows the practical implementation of the proposed Concept and crypto-code 
structures on LDPC codes. The proposed protocol for ensuring security in cyber-physical systems 
(“Smart Home”) is based on the use of a two-loop security concept and post-quantum algorithms.

 Fig. 2.21 Structural diagram for constructing a two-circuit protection system of the 
“Smart House” system based on CCC
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The use of these post-quantum asymmetric cryptosystems will provide the required level of 
security when providing security services. The use of LDPC codes allows using mobile wireless tech-
nologies based on IEEE 802.11ac, IEEE 802.11ax, IEEE 802.16m, IEEE 802.15.1, IEEE 802.15.4 
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standards without significant changes. The smart home system controls a complex of autonomous 
systems, each of which controls certain devices in the house, connecting their common cyber-phys-
ical system. However, to ensure the security of the external circuit (control and information stor-
age systems), it is proposed to use the developed server, which is physically located in the house.

Each system sends a data packet to a local server, which allows to manage your home in the 
absence of the Internet, being on the same local network (being connected to a Wi-Fi router). 
Information in the network of the cyber-physical system is transmitted over open wireless channels 
with encryption based on the McEliece and Niederreiter CCC using LDPC codes.

This approach provides security services, and through the use of a local control server, it 
reduces the likelihood of targeted attacks to gain unauthorized access to the Smart Home control 
system. Also, the approach provides the required level of security when using mobile control appli-
cations, based on the use of CCC McEliece and Niederreiter on LDPC codes. 

To ensure the security of the database, McEliece and Niederreiter CCC on the ЕС (МЕС) can 
be used, which will greatly complicate the possibility of implementing cyber attacks of the R2L class 
(Remote to Local (user) Attack).

2.6 Mathematical model formation of a post-quantum algorithm UMAC

To ensure the formation of MAC codes that meet the requirements of stability (security) under 
the conditions of quantum cyber threats, the efficiency of transformations and the preservation of 
the universality property, it is proposed to use an improved UMAC algorithm. The main advantages 
of the proposed approach are shown in Fig. 2.22. The basis of the modification is the use of cryp-
to-code constructions with algebrogeometric and / or flawed codes to form a pseudo-substrate on 
the third layer of the UMAC hashing algorithm. This approach provides guaranteed stability in the 
post-quantum cryptoperiod, the use of the fastest possible transformations of the MAC code for-
mation, and the preservation of universality properties. This also allows expanding the range of use 
of the proposed approach. Let’s consider the mathematical apparatus for generating a hash code 
based on the improved UMAC algorithm on crypto-code constructions with algebrogeometric codes. 

Input data for the mathematical model of hash code generation
To build mathematical models for the formation of a hash code of a transmitted message and a 

pseudo-random background, the following input data are used:
М – transmitted plaintext;
I – plaintext information symbols (k-dimentional information vector over GF(q));
K – secret key;
Taglen – an integer from a set of valid values that specifies the length of the Tag message 

authentication code in bytes;
Hash (K, M, Taglen) – the function of the key universal hashing of the informational message 

using the secret key K;
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YL I1  – value of the universal hash function (UHASH-hash) of the first level of hashing;
YL I3  – hash value (Carter-Wegman-hash) of the third level of hashing;
Т – data block;
Blocklen – data block length (bytes);
Keylen – secret key length (32 bytes);
Tag – integrity and authenticity control code;
KL I1  – secret key of the first hashing level, consisting of subkeys K1, K2, …, Kn;
KL I3  – secret key of the second level of hashing, consisting of keys KL31 (subkeys K1, K2, …, Kn)  

and KL32 (subkeys K1, K2, …, Kn);
Numbyte  – pseudo-random key sequence length (number of subkeys);
K '  – pseudo-random key sequence;
Index – number of subkey;
Wordbits∈[ , ]64 128 ; 
Maxwordrange  – positive integer less than 2Wordbits ; 
k – key KL2  dependent integer from range [ ,..., ( ) ]0 1prime Wordbits − , prime x( )  – largest 

prime number less than 2x;
M Y Hash K MP L L L� � � �1 1 1,  – data to be polynomial hashed. 

 Fig. 2.22 Scheme of cascading generation of data integrity and authenticity control 
codes using the UMAC algorithm on the CCC
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Using this methodology, it is proposed to check hash codes generated using the modified UMAC 
algorithm. A formalized presentation of this methodology allows to develop a practical algorithm for 
its implementation. Let`s consider schemes for checking hash codes for the possibility of collisions 
based on universality and strict universality criteria.

The algorithm for checking hash codes to comply with the rules of the universal class of hash 
functions is shown in Fig. 2.23.

Mathematical model of hash code generation
Based on the cascade representation of the UMAC algorithm, the mathematical model for 

generating the hash code of the transmitted message will consist of three levels.
First level hash code performs an array-string of M  dimention split to 264  bytes to blocks Mi  

1024 bytes each followed by the transformation of each block by the function NH K ML i1,� � . Ob-
tained results Hash NH K ML L ii1 1� � �,  concatenated (combined) into a string Y Hash K ML L L1 1 1� � �, ,  
which is 128 times shorter than the information sequence. 

 Fig. 2.23 Algorithm for checking hash codes to meet the requirements of  
the universal class of hash functions
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This string is the first level hash result:

Y Hash K M NH K M NH K M NH K ML L L L L L n1 1 1 1 0 1 1 1 1� � � � � � � � � ��, , , ... , ,

where n=[Length(M)/1024], [x] – the integer part of number x, Length(M) – byte length of 
information message of length M.

Function Hash NH K ML L ii1 1� � �,  value is calculated according to the following rule. Information 
block Mi  is split into four-byte subblocks so that 

M M M Mi i i it
=

1 2
... ,

where t=[Length(Mi)/4]. 
In this case t=[1024/4]=256.
Similarly, the key sequence KL1  represented as sequences of four-byte subblocks:

K K K KL L L L t1 1 1 11 2
= ... .

After that (taking the initial state HashL i1 0= ) for all j t� �19 17 7, , ...,  the following opera-
tions are performed:

Hash Hash M K M KL L i L i Li i j j j j1 1 64 32 1 64 32 10 0 4 4
� � � � �

� � � �
(( ) ( )),

Hash Hash M K M KL L i L i Li i j j j j1 1 64 32 1 64 32 11 1 5 5
� � � � �

� � � �
(( ) ( )),

Hash Hash M K M KL L i L i Li i j j j j1 1 64 32 1 64 32 12 2 6 6
� � � � �

� � � �
(( ) ( )),

Hash Hash M K M KL L i L i Li i j j j j1 1 64 32 1 64 32 13 3 7 7
� � � � �

� � � �
(( ) ( )),

where +64 , +32  – modulo addition operations 264 and 232, respectively; ×64  – modulo multiplica-
tion operation 264.

As a result of calculations, an eight-byte value is formed HashL i1 .
Second level hash code uses polynomial key transformation Poly . The result of this level is get-

ting a hash code Y Hash K Y Poly Wordbits Maxwordrange k ML L L L P2 2 2 1� � � �, ( , , , ) , that is, the second 
level hash input is a string Y Hash K ML L L1 1 1� � �, . 

As input, the polynomial hash function uses:
According to the specification of the UMAC algorithm as prime x( )  the following constants 

are used: prime( )36 2 536� � , prime( )64 2 5964� � , prime( ) .128 2 159128� �  Bit length MP  
denoted Bytelength MP( ) . Depending on the length MP  the following features are used in the 
implementation of the second level of hashing:
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– if the length of the received data MP  does not exceed 217 bytes, then polynomial hashing 
Poly  executed with parameters Wordbits = 64 ; Maxwordrange � �2 264 32 ; k k= 64  – the 
string formed by the first eight bytes of the key KL2  and a special eight-byte mask;

– if the length of the received data MP  surpasses 217 bytes (but does not exceed 264 bytes), then 
the first 217 bytes of data are processed by the polynomial hash function Poly k MP( , , , )64 2 2 6464 32− ,  
and the remaining data bytes are processed by the function Poly  with parameters Wordbits = 128 ;  
Maxwordrange � �2 2128 96 ; k k= 128  – the string formed by the last 16 bytes of the key KL2  
and a special 16 byte mask.

Hashed data MP  broken down into blocks Wordbytes Wordbits= / 8  bytes:

M M M MP P P Pn
=

1 2
... ,

where n Bytelength M WordbytesP= ( ) / .
The result of hashing is the value of the polynomial function

C M G ej i
ECCu

Xai

T

� � � ,

which is calculated by an iterative procedure (for all i n= 12, ,..., ): 

Poly kPoly M pi i Pi
� �� ��1 mod( ) , Poly0 1= , p prime Wordbits= ( ) ,

using Horner’s scheme:

M kM k M k k M k M k M k MP P
n

P
n

P P P Pn n n n
� � � � � � � � � �

� �

�

1 1 1 2 1

1... ((( ) ) ... ) ..

The calculated hash value Y PolyL n2 =  is an integer from the range [ ,..., ( ) ]0 1prime Wordbits − .
Third level hash code HashL3(KL31, KL32, YL2) is performed on the result of polynomial hashing and 

converts data of length up to 16 bytes given to its input into a hash code Y of a fixed length 32 bits.
The initial data of the third level of hashing are two key sequences KL31

 and KL32
of lengths  

64 and 4 bytes, respectively, as well as an input 16 bytes sequence YL2 .
Hashed data YL2  and key sequence KL31

are evenly divided into eight blocks, each of which is 
represented as an integer YL i2  and KL i31

, i = 12 8, ,..., . 
Hash value YL3  is calculated as follows:

Y Y K primeL L L
i

m

i i3 2 3
1

32

1
36 2�

�

�
�

�

�
�

�

�
��

�

�
��

�

�
�
� �
� mod( ( )) mod( )

��

�
�
� xor KL( ),32

where ( ) ( )x xor y  – the XOR operation on values x and y.
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A mathematical model of encoding and decoding information when transmitting and 
receiving via communication channels based on the McEliece scheme using shortened and 
elongated modified elliptic codes (MEC)

When transmitting a message, a modified UMAC algorithm is used to provide plaintext au-
thentication, and a crypto-code structure based on a McEliece scheme using modified elliptic  
codes (MEC) is used as key data generation. 

It is necessary to take into account that this model of information transformation in the McEliece 
system can be built as on shortened (IV1 = EC–hi) [3], and on elongated (IV1, IV2 = EC–hr) [2, 22]  
MEC. Additional initialization vectors provide “compensation” for the decrease in the power of the 
alphabet during the formation of the McEliece CCC on the MEC. This approach ensures the preser-
vation of versatility and provides stability in post-quantum cryptography.

The mathematical model of the crypto-code construction (CCC) on the McEliece scheme us-
ing modified elliptic codes (MEC) based on shortening (reduction of information symbols) / exten-
sion (adding information symbols) is formally defined by the set of elements listed below [2, 22]  
in Table 2.12.

Regardless of the way the code is presented (for both shortened and elongated versions), let’s 
set a number of model parameters as follows.

So, in the CCC based on the McEliece scheme on a modified (shortened / elongated) algebraic 
(n, k, d)-code with a fast decoding algorithm that "disguises" as random (n, k, d)-code by multiplying 
the generating matrix GECi code for secret masking matrices X, P and D [2, 36], authorized user 
public key generation is provided: 

G
X
EC X GEC P Di i i i i� � � � .  (2.20)

Formation of a closed text cX open message М for a given public key can be represented as 
follows [2, 36]:

c i G
X
EC eX

i ,� � �  (2.21)

where і is information package for forming a code word, е is randomly generated vector  
e (e0, e1, ..., en-1).

After the generated codogram, it is shortened or lengthened using additional session keys of 
initialization vectors IV1, IV2 (depending on the modification algorithm used).

When generating key data in the proposed UMAC algorithm, it is proposed to use the generat-
ed cryptogram of CCC McEliece on the MEC, which is used as input to generate the secret key К 
(with length Keylen) and random number Nonce eight bytes in size. When specifying the size of the 
generated hash code Tag integer Taglen used by formula [2]:

Tag = Hash (K,M,Taglen) ⊕ PDF(K,Nonce,Taglen).
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 Table 2.12 Definition of model elements

№ Parameter name
Formal description of the parameter taking into account

character shortening character extensions

1 Plaintexts set M={M1, M2,..., Mqk},
where Mi={I0, Ih

1
,..., Ih

j
, Ik-1}, 

∀Ij∈GF(q), hj – information symbols 
equal to zero, |h| = 1/2k, that is 
Ii = 0, ∀Ii ∈h

M={M1, M2,..., Mqk},
where Mi={I0, Ih

1
,..., Ih

j
, Ik-1}, 

∀Ij∈GF(q), hj – information symbols 
equal to zero, |h| = 1/2k, that is 
Ii = 0, ∀Ii ∈h, hr – extension  
information symbols k, |h| = 1/2k

2 Closed texts (codo-
grams) set 

C={C1, C2,..., Cqk}, 
where C A A A Ai X h h Xj n

= ( , ,..., , ),* * * *

0 1 1
 

∀Ij ∈GF(q)

C={C1, C2,..., Cqk}, 
where C A A A Ai X h h Xj n

= ( , ,..., , ),* * * *

0 1 1
 

∀Ij ∈GF(q)

3 Direct mappings (based 
on the use of the public 
key – the generating 
matrix) set 

ϕ={ϕ1, ϕ2,..., ϕs}, 
where ϕi:M→ Ck-h

r, i=1,2,...,s
ϕ={ϕ1, ϕ2,..., ϕs}, 
where ϕi:M→ Ck-h

r, i=1,2,...,s

4 Inverse mappings (based 
on the use of a private 
(private) key – masking 
matrices) set 

� � � �� � � ��1
1

1
2

1 1{ , ,..., },s   where �i k hC M i s
r

�
� � �1 12: , , ,...,

� � � �� � � ��1
1

1
2

1 1{ , ,..., },s   where �i k hC M i s
r

�
� � �1 12: , , ,...,

5 A set of keys parame-
terizing direct mappings 
(public key of an autho-
rized user)

K {K ,K ,...,K } {G ,G ,...,G }a s X
EC

a X
EC

a X
ECs

ai ai
ai ai

i i i
= =1 2

1 2 ,

where G
X
ECi

ai
 – generating n k×  matrix of disguised as a random code  

algebraic geometric block (n, k, d)-code with elements from GF(q), ai – set 
of coefficients of a polynomial of a curve a1…a6, ∀ai∈GF(q), defining a 
specific set of curve points from space Р2

�i

K

k hM C i si ai

j
: , , ,...,� �� � � 12

6 A set of keys that 
parameterize reverse 
mappings (private 
(closed) key of an 
authorized user)

K K K K X P D X P D X P D

X P

s s

* * * *{ , ,..., } {{ , , } ,{ , , } ,...,{ , , } },

{ ,

= =1 2 1 2

,, } { , , },D X P Di

i i i=
 

where X i  – a masking non-degenerate randomly uniformly formed by a key 
source k×k matrix with elements from GF(q), Pi – permutation randomly  
uniformly generated by the key source n×n matrix with elements from 
GF(q), Di – diagonal formed by key source n×n matrix with elements from 
GF(q), that is �i C M i s� � �� �1 12: , , ,...,Ki

*

This authentication code will be part of the hash code of the open message M. Open message 
М and closed text cX hashing processes occurs according to the same procedure for generating 
UMAC tags using the universal hash function UHASH (K, M, Taglen) [2].

Let’s consider the UMAC algorithm based on the UHASH function, which is formed in three 
stages. At the first stage, UHASH-hash is applied to the input message, at the second stage – 
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POLY-hash is applied to this result, and finally, at the third stage, Carter-Wegman-hash is applied 
to the result. If the length of the input message is no more than 1024 bits, then POLY-hash is not 
used. Since the Carter-Wegman-hash function returns only a word of 4 bytes in length, then if it is 
needed to get a hash of more than 4 bytes in length, several iterations of this three-level scheme 
are performed (Table 2.13).

 Table 2.13 Obtaining hash codes for open messages

Hashing stages Hashing process Hash result by sending and 
receiving parties

UHASH-hash Splitting a message into blocks of 1024 
bytes, receiving a message 128 times 
smaller than the input

YL1 = HashL1(KL1, M)

Y'L1 = Hash'L1(K'L1, M)

POLY-hash Verification of data integrity and  
authenticity of the message, receiving a 
16-byte number

YL2 = HashL2(KL2, YL1)

Y'L2 = Hash'L2(K'L2, Y'L1)

Carter-Wegman-hash Getting a 4-byte value from a 16-byte 
number

YL3 = HashL3(KL31, KL32, YL2)

Y'L3 = Hash'L3(K'L31, K'L32, Y'L2)

When transmitting a message to the communication channel, the result of concatenation of 
three components: the information message M, cryptogram cX  and hash code Y (Fig. 2.24). 

On the receiving side, to verify the integrity of the received message, an authorized user, 
knowing the initialization vectors IV1, IV2 performs the following actions (Fig. 2.25):

– based on the Berlekamp-Messi fast decoding algorithm, an error vector is found;
– the resulting error vector is used to generate a codogram using the CCC McEliece at MEC;
– verification of the received and generated codogram is carried out on the basis of the CCC 

McEliece at MEC. If the codograms (cryptograms) do not match, the message is considered mod-
ified and a request for re-sending from the sender is generated;

– when the codograms match, a hash code Y’ is created from closed text cX’ according to the 
scheme given in Table 2.13; 

– verification of the received and generated hash code is carried out. If the hash codes do not 
match, the message is considered modified and a request for re-sending from the sender is generated. 

During the formation of the circuit, the following elements were also used as input data: 
М – plain text;
G – user private key;
Х – non-degenerate k×k matrix over GF(q);
Р – permutation n×n matrix over GF(q); 
D – diagonal n×n matrix over GF(q); 
Н – transposed matrix based on test r×n matrix of elliptic code over GF(q).



2 Methodological foundations for managing the security of socio-cyber-physical systems

67

Double verification allows to provide a high level of integrity and reliability of the transmitted 
message, while the algorithm used provides a high level of speed and cryptographic stability of the 
hash code in post-quantum cryptography.

 Fig. 2.24 Formation of an algorithm for encrypting a sender message using  
a CCC based on McEliece at MEC

Start

Entering vector i and
the GX

ECi public key

K, Nonce, Taglen, M, YL3 

Codeword Generation
cX=i×GX

ECi+e

M,  GECi , X, P, D, HT 

GX
ECi=Xi×GECi×Pi×Di

Session Key Generation
IV1=EC-hi, IV2=EC-hr

Codogram formation
cX

2=cX-IV2

Codogram formation
cX

1=cX-IV1

Hash Generation 
Tag=Hash(K ,M,Taglen)⊕
PDF(K,Nonce,Taglen) and

Y=YL3⊕ Tag

IV1?

Yes

No

End

Schematically, the process of confirming the integrity of information during transmission from 
the sending to the receiving side based on verification of codograms and hash codes using the CCC 
McEliece at MEC is presented in Fig. 2.26.
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 Fig. 2.25 The algorithm for checking the integrity of the received message

Start

End

Berlekamp-Messi decoding

M,  cX,  Y, cX*, e’, Y'L3, Tag

Codogram formation
cX’=cX*+e’

Y’=Y'L3⊕TagcX⊕cX'?

Y=Y'?

Yes

Yes

No
No

 Fig. 2.26 The scheme of transmitting a message from the sender to the recipient and checking 
the integrity of the received through a comparison of the codograms and hash codes using the CCC 
McEliece at MEC

UMAC        

      

UMAC

Tag

       

KL3

KL2

key formation

cX=i×Gx
ECi+e

KL1

ǁcxǁMǁYǁ 

                 
Secret key

K={a1,a2,…,a6} ∀ a ∈ GF(q)
ЕС

MЕС
IV1=EC-hi

(shortened)

MЕС
IV1, IV2=EC-hr

(elongated)

Comparison
Y'=Y Y'=Y'L3⊕Tag

key formation

cX

 

M

UHASH-hash
 YL1=HashL1(KL1,M)

UHASH-hash
 Y'L1=Hash'L1(K'L1,M)       

POLY-hash
 YL2=HashL2(KL2,YL1)

       
Carter-Wegman-hash
 YL3=HashL3(KL31,KL32,YL2)

POLY-hash
 Y'L2=Hash'L2(K'L2,Y'L1)

Carter-Wegman-hash
 Y'L3=Hash'L3(K'L31,K'L32,Y'L2)Y=YL3⊕Tag

Private key G, X, P, D

Public key
GX

ECi=Xi×GECi×Pi×Di

Tag=Hash(K ,M,Taglen)
⊕PDF(K,Nonce,Taglen) 

X-1, P-1, D-1

Si=cX*×HT

S=H×e'

...

cX*=cX×D-1×P-1

Comparison
cX⊕cX'

cX'=e'×cX*
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Mathematical model of the formation of a pseudo-random substrate Pad based on the 
McEliece HCCC 

Input data for the mathematical model for the formation of a pseudo-random sub- 
strate Pad

The mathematical model of McEliece HCC on modified elliptic codes (MEC) based on shortening 
(reduction of information symbols) or lengthening (adding information symbols) with damage is 
formally set by a set of input elements [2], given below.

Plain text М, consisting of information symbols I, at that � � � �Ij GF q :
– when shortening characters:

M I I I Ii h h kj
= { , ,.. , },0 11

 

where hj – information symbols equal to zero |h| = 1/2k, i.e. Ii = 0, ∀Ii ∈h;
– when lengthening characters:

M I I I Ii h h kr rj
= { , ,.. , },0 1

1
 

where hr – extension information symbols k.
A plurality of closed texts (codograms):

C C C C
qk= { , ,..., },1 2

where � �A GF qX j

* ( ) ;
– when shortening characters:

C A A A Ai X h h Xj n
�

�
( , ,..., , );* * * *

0 1 1

– when lengthening characters:

C A A A Ai X h h Xr rj n
�

�
( , ,..., , ).* * * *

0 1 1

A plurality of direct mappings (based on the use of public key – generating matrix):

� � � ��{ , ,..., };1 2 s

– when shortening characters:

�i k hM C i s
j

: , , ,..., ;� �� 12
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– when lengthening characters:

�i k hM C i s
j

: , , ,..., .� �� 12

A plurality of reverse mappings (based on the use of a private (private) key – mask- 
ing matrices):

� � � �� � � ��1
1

1
2

1 1{ , ,..., };s

– when shortening characters

�i k hC M i s
j

�
� � �1 12: , , ,..., ;

– when lengthening characters

�i k hC M i s
j

�
� � �1 12: , , ,..., ;

A plurality of keys, parametrizing direct mapping (the public key of the authorized user):

K {K ,K ,...,K } {G ,G ,...,G }a s X
EC

a X
EC

a X
ECs

ai ai
ai ai

i i i
= =1 2

1 2 ,

where G
X
ECi

ai
 – generating n k×  matrix of an algebrogeometric block disguised as a random  

(n, k, d)-code with elements from GF(q); ai – еhe set of coefficients of a curve polynomial a1…a6, 
∀ai∈GF(q), specifying a specific set of points on a curve from space Р2;

– when shortening characters:

�i

K

k hM C i siai

j
: , , ,..., ;� �� �� 12

– when lengthening characters:

�i

K

k hM C i siai

j
: , , ,..., .� �� �� 12

A plurality of keys that parameterize the inverse mappings (private (private) key of the autho-
rized user):

K K K K X P D X P D X P D X Ps s
* * * *{ , ,..., } {{ , , } ,{ , , } ,...,{ , , } },{ ,= =1 2 1 2 ,, } { , , },D X P Di

i i i=

where X i  – masking non-degenerate randomly equiprobably generated by the key source k×k 
matrix with elements from GF(q); Pi – permutation randomly equally likely generated by the key 
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source n×n matrix with elements from GF(q); Di – diagonal generated by key source n×n matrix 
with elements from GF(q), i.e. �i

K

k hM C i siai

j
: , , ,..., .� �� �� 12

A plurality of defective texts СFТ [2]:

CFT CFT CFT CFT
qk= { , ,..., }.1 2

A plurality of damage CHD [2]:

CHD CHD CHD CHD
qk= { , ,..., }.1 2

A plurality of direct damage (through the use of key – Ki
МV2, and algorithm MV2) [2]:

E E E i sK K K
S

MV MV MV
� �{ , ,..., },

2 2 2

1 2 12� , ,..., ;

f(x)i – flag (damage, CHD); C(x) i – remainder (defective text, СFТ); f(x)=n–|C(x)|, if |C(x)|>y,  
where y – some parametery, y Z y nY qm� � �, .0

A plurality of mappings MV2 Fn
r :

– is given by a bijective mapping between the set of permutations { , ,..., }S S S n1 2 2
 and plurality 

# , # #{( , )} !F F c fn
r

n
r n= = 2 .

A plurality of meaningful text (based on the use of the keyа – Ki
МV2, and algorithm MV2):

E E E EK K K
S

MV MV MV

� � � ��1 1 1 2 1 1

2 2 2
{ , ,..., },

where E f x C x M i sK i iMV 2

1 12� � �: ( ) ( ) , , ,..., ;+ f x i( )  – flag (damage, CHD), C x i( )  – re-
mainder (defective text, СFТ); 

f(x)=n–|C(x)|, if |C(x)|> y,

where y – some parameter, y ZY qm∈ . A plurality of key conversion codes flawed:

K KMV
i

MV2 2∈ .

Algebrogeometric block (n, k, d)-code Ck hj− (shortened) / Chr
(lengthened) above GF(q), i.e. a 

set of code words C Ci k hj
� � (when shortening) / C Ci hr

∈ (when lengthening), that the condition 
is satisfied C Hi

T� � 0,  where Н – parity check matrix of an algebraic geometric block code; 
ai – set defines a specific set of curve points from space Р2 to form the generating matrix; hj – infor-
mation symbols equal to zero, |h|=1/2k, i.e. Ii=0, ∀Ii∈ h; hr – information lengthening symbols k, 
|h|=1/2k, i.e. Ii=0, ∀Ii∈ h.
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Masking matrix mappings, given by a set of matrices { }X P D i, , , where Х – non-degenerate 
k×k matrix over GF(q); Р – permutation GF(q) matrix over GF(q) with one nonzero element in each 
row and in each column of the matrix; D – diagonal n×n matrix over GF(q) with nonzero elements 
on the main diagonal; y – some parameter y Z ZY q q

n
m m� � �� �, , ,...0 1 2 1 ; n – some parameter 

n Z ZY q q
n

n n� �� �, ,...1 2 ; a plurality of mappings MV2 Fn
r . 

Fig. 2.27 describes formation of a pseudo-random substrate based on McEliece hybrid cryp-
to-code construction on flawed codes.

 Fig. 2.27 Formation of a pseudo-random substrate based on McEliece hybrid crypto-code 
construction on flawed codes
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ǁC(x)ǁMǁYǁ 
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Secret key

K={a1,a2,…,a6} ∀ a ∈ GF(q)
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MЕС
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(shortened)

MЕС
IV1, IV2=EC-hr

(elongated)
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Y'=Y Y'=Y'L3Hash⊕TagMEC

key formation

C(x), F(x)

M

UHASH-hash
 YL1=HashL1(KL1,M)

UHASH-hash
 Y'L1=Hash'L1(K'L1,M)       

POLY-hash
 YL2=HashL2(KL2,YL1)

       
Carter-Wegman-hash
 YL3Hash=HashL3Hash(KL31,
KL32,YHash)

 Y'L3Hash=Hash'L3Hash(K'L31,
K'L32,Y'Hash)

POLY-hash
 Y'L2=Hash'L2(K'L2,Y'L1)

Carter-Wegman-hash

Y=YL3Hash⊕TagMEC

Private key G, H, X, P, D

Public key
GX

ECi=Xi×GECi×Pi×Di

X-1, P-1, D-1

Si=cX*×HT

cX*=cX×D-1×P-1

Comparison
cX⊕cX'

cX'=e'×cX*

C(x), F(x)
Algorithm MV2

Software implementation of the algorithm for the occurrence of collisional properties 
of hash codes

Using the reduced UMAC model (mini-UMAC), let’s conduct research of the collision properties 
of message authentication codes, which consists in an experimental assessment of the distribution 
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of the number of collisions of the generated images. Reduced models are designed to investigate 
the main indicators of the efficiency of the cryptoalgorithm while maintaining its algebraic structure.

Since in the above UMAC scheme on the first layer (when generating a hash code) multiplicity 
of universal hashing functions are used we will carry out statistical research only on the second 
layer when forming a pseudo-random pad and at the final stage of generating authentication codes 
(after completing the summation).

When conducting statistical research of the collisional properties of the generated values of hash 
codes for each experiment, the mathematical expectations m(n1), m(n2) and m(n3), variances D(n1), 
D(n2) and D(n3) were estimated, as well as for a confidence level P m n m nconfid i i(| ( ) ( )| ) . � � �� 0 98     
were determined based on the calculated accuracies �1 1� t q n nkp( ( ) / ),  �2 2� t q n nkp( ( ) / )  
and �3 3� t q n nkp( ( ) / )  the corresponding extrema (lower and upper values) of the confidence 
intervals ( ( ) ; ( ) ).m n m ni i

 � �� �  And besides m ni
( )  it is a natural estimate for the mathematical 

expectation m ni( )  of a random variable ni, and D ni
( )  is an estimate of the variance of the random 

variable ni.
The research was carried out on a sample of size N=10 000 elements. To form each element 

of the sample, the maximum was calculated over a set of M=1 000 tuples of elements. Thus, the 
total volume of the generated sets was N·M=107.

The obtained results of experimental studies are summarized in Table 2.13.
Let’s analyze the obtained results of statistical research of the collision properties of mes-

sage authentication codes: let’s compare the obtained results of the average estimates of the 
mathematical expectations m(n1), m(n2) and m(n3) of the number of hashing rules with theoretical 
estimates (with the number Pcoll·|H| – for the first criterion, with the number |H|/|B| – for the 
second criterion and the number Pcoll·H – for the third criterion), in this case. 

Let’s consider the first criterion by which the number of hashing rules is estimated for which 
there is a collision (coincidence of authentication codes) for two arbitrary input sequences. In ac-
cordance with theoretical estimates, this quantity is bounded from above by the number Pcoll·|H|. 
Let’s concretize this (theoretical) estimate for authentication codes generated using the algo-
rithms MASH-1, MASH-2, mini-UMAC MASH-1, mini-UMAC MASH-2, mini-UMAC AES, and mini-
UMAC CCC.

The power of the key set for the algorithms MASH-1, MASH-2, mini-UMAC MASH-1, mini-
UMAC MASH-2, mini-UMAC AES and mini-UMAC CCC is |H|=216, the cardinality of the set of 
generated authentication codes is also |B|=216. If to use the upper bound for the probability of 
collisions as the reciprocal of the power of the generated authentication codes Pcoll=2-16, let’s get 
n1(x1,x2)≤Pcoll·|H|=1 [5].

The collisional properties of the MASH-1 and MASH-2 encryption algorithms are significantly 
inferior to this upper theoretical estimate. In fact, the number of collisions on them is more than 
7 times higher than the theoretical limit. Codes generated by all other algorithms also do not meet 
the first universality criterion, since the number of collisions exceeds the specified limit. Conse-
quently, the criterion of universality is not satisfied by any of the algorithms.
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 Table 2.14 Results of experimental researches of collisional properties of authentication codes 
generated using MASH1, MASH2, mini-UMAC MASH1, mini-UMAC MASH2, mini-UMAC AES and mini-
UMAC CCC (at Pconfid=0,98) 

Statistical characteris-
tics of the experiment MASH-1 MASH-2

mini-
UMAC 
MASH-1

mini-
UMAC 
MASH-2

mini-
UMAC 
AES

mini-
UMAC 
ССС

m(n )1 7.09* 7.14* 1.965 1.968 1.096 1.166

D(n )1 1.69 1.56 0.123 0.120 0.094 0.599

m n( )1 1� � 7.061 7.111 1.957 1.961 1.088 1.148

m n( )1 1� � 7.122 7.169 1.973 1.977 1.103 1.184

m(n )2 1.013 1.014 2.629* 2.64* 1.532 1.161

D(n )2 0.013 0.014 0.349 0.355 0.36 0.67

m n( )2 2� � 1.01 1.011 2.62 2.63 1.52 1.14

m n( )2 2� � 1.02 1.017 2.64 2.65 1.55 1.18

m(n )3 1.0008 1.0002 0.237** 0.224** 0.0005** 0**

D(n )3 9993·10-8 9999·10-8 0.184 0.177 499·10-6 0

m n( )3 3� � 1.00006 0.9994 0.227 0.214 -2.087 0

m n( )3 3� � 1.002 1.0009 0.247 0.234 0.001 0

* – natural estimates of mathematical expectations, according to which the number of collision values signifi-
cantly exceeds their theoretical estimates; 
** – natural estimates of mathematical expectations, according to which the number of collision values does 
not exceed their theoretical estimates

Let’s consider the second criterion by which the number of hashing rules is estimated under 
which the value of the authentication code does not change for an arbitrary input sequence. In 
accordance with theoretical estimates, this value for authentication codes generated using all 
algorithms is bounded from above by the number |H|/|B|=1.

The experimental results obtained indicate that the collision properties of authentication codes 
generated using the mini-MASH-1 and mini-MASH-2 algorithms do not satisfy the second criterion, 
since the number of collisions for them exceeds the theoretical limit by almost 3 times, and for all 
the rest algorithms also observe an excess of the permissible number of collisions. Consequently, 
the first criterion of strict universality is not satisfied by any of the algorithms.
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In accordance with the third criterion, the number of hashing rules is estimated under which 
the corresponding values of the authentication code do not change for two arbitrary input se-
quences. The theoretical estimate of this value for universal hashing is bounded from above by the 
number Pcoll·|H|, which when using the upper bound for the collision probability Pcoll = 2-16 let’s get 
n3 (x1, x2, y1, y2) ≤ Pcoll·|H|=1 [5].

Thus, the presented approach provides the required indicators of stability, efficiency and uni-
versality in the post-quantum period, which makes it possible to build new complex mechanisms 
based on the synthesis of crypto-code constructions with hashing algorithms.
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Abstract

The models of probable threats and protection of information in public networks reproposed. 
The most general model of the formal description of the protection system is the model of the 
security system with full overlap, in which a complete list of protection objects and threats to 
information is determined, and means of ensuring security are determined from the point of view 
of their effectiveness and contribution to ensuring the security of the entire telecommunications 
system. The described model also satisfies the general scheme of interactions, which includes the 
organizational management system, external and internal threats, as well as the environment of 
interaction between them. It follows from the comparison of the model with a complete overlap 
and the general scheme of interaction that the model does not take into account the possibility of 
simultaneous implementation of different types of threats, the power of influence, the possibilities 
of their interaction and, accordingly, preventive protective measures. Therefore, the development 
of the model of the formal description of the protection system is connected, first of all, with the 
consideration of a detailed description of the object of protection with the introduction of a more 
general concept of threats, as well as the construction of an apparatus for modeling various types 
of threats and their interactions.

It is also shown that the combination of four models (M1 – passive channel of information 
leakage, M2 – active channel of information leakage, M3 – unintentional unauthorized access, 
M4 – unauthorized access to information with the purpose of removing it) in different versions 
provides wide opportunities for modeling various known types of threats and their implementation. 
However, in connection with the continuity of the process of developing new and improving existing 
methods and means of implementing threats, it is necessary to use such approaches to ensuring 
information protection that allow detecting and preventing threats of unknown types and carrying 
out dynamic correction of protection behavior, adapting it to specific application conditions.

The basic M5 model is also described – unauthorized access to information for the purpose of 
removing it with an unknown type of threat, which is based on the M4 model, but a special entry 
channel for unknown types of threats is introduced into its structure, which is subject to identi-
fication and an adaptation loop. Based on the received diagnostic data, the transmission system 
adjusts the protection parameters (encryption, noise reduction, etc.). Thus, there is a continu-
ous process of self-diagnosis with the subsequent change in the characteristics of the operating 
system without stopping it. Based on this, the information transmission system will turn into a 
feedback system, where the transmission channel affects the response of the system.

The M5 information protection model provides an opportunity for constant refinement of 
threat classes and response measures and continuous training of the adaptive component of the 

3 Model of probable threats and information  
protection in public networks
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information security tools (IST). Thus, the IST, built on the basis of this model, detects and pre-
vents threats of unknown types.

In this regard, the basic model M6 is introduced – unauthorized access to information for the 
purpose of its removal with an unknown type of threat and an unspecified level of protection, which 
is based on the model M5 in order to obtain higher security. Its structure includes: a special module 
of internal diagnostics that diagnoses the entire protection system, makes a decision to adjust the 
behavior algorithm of the SHI, which allows to achieve fault tolerance of the IST; a special module 
that diagnoses the communication channel with subsequent changes in the security level, which 
allows to achieve the adaptability of the IST.

KEYWORDS

Information security, public networks, threat models, protection object, information secu- 
rity models.

Object of information protection
The most general model of the protection system formal description is the model of the securi-

ty system with full overlap, in which a complete list of protection objects and threats to information 
is determined, means of ensuring security are determined from the point of view of their effective-
ness and contribution to ensuring the security of the entire telecommunications system [62–64].

For this purpose, a set of protected objects O={Oj} is introduced into the model as a set of 
threats T={Tj}, each of which is aimed at one or more protected objects. The set of threat-object 
relations creates a bipartite graph in which the edge <t, O> exists if and only if the threat i is 
a mean of gaining access to the object O. It should be noted that one threat can target several 
objects, and one object can be affected by several threats.

The goal of the simulated security system is to cover all possible edges in the graph {<t, O>},  
that is, to ensure that there is not a single unobstructed path to any object from any threat. This 
is achieved by introducing a third set M={Mk} of security means. In an ideal system, each mean 
Mk∈ M must remove at least one edge <t, O> from graph {<T, O>}. Introducing the set M of 
security measures will transform a bipartite graph {<T, O>} in a three partite {<T, M, O>}, 
containing arcs of the form <t, m> and <m, O>.

Thus, in a protected system, any edge of the form <t, O> defines an unprotected object. 
Here, the same security tool can cover more than one threat and / or protect more than one 
object. The described model also satisfies the general scheme of interactions, which includes the 
organizational management system, external and internal threats, as well as the environment of 
interaction between them.

It follows from the comparison of the model with a complete overlap and the general 
scheme of interaction that the model does not take into account the possibility of simultaneous  
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implementation of different types of threats, the power of influence, the possibilities of their inter-
action and, accordingly, preventive protective measures.

Therefore, the development of the formal description model of the protection system is con-
nected, first of all, with the consideration of a detailed description of the object of protection with 
the introduction of a more general concept of threats, as well as the construction of an apparatus 
for modeling various types of threats and their interactions [65].

To describe the objects of protection, let’s introduce a set O={o(t)}, which describes the 
composition of objects that are protected. Taking into account the flowchart of the description 
of protection systems, let’s additionally consider a set C={c(r)} or C={c(i,j)}, which describes 
the connections (interactions) between the elements of the object, where c(i,j)=1, if there is a 
connection between the elements o(i) and o(j), and c(i,j), if there is no connection.

It is obvious that this description of the object is in the form of an arbitrary network <O, C> 
is the most general, however, in order to take into account the features of the considered model 
and solve problems related to obtaining estimates, it is necessary, first of all, for each element and 
connection to have appropriate characteristics (respectively, sets H(O) and H(C)) and, secondly, 
for protection modeling, it is fundamentally important to distinguish qualitatively different connec-
tions (informational, control, etc.). Specifying the type of connection can be done in different ways, 
for example, in the h(c) characteristics of the connection from the set H(C), but since the sets of 
characteristics will be used only when obtaining estimates, for the simplicity of the formulation of 
the model we will introduce a list of relations C C C Cn� �� ��1 2, ,..., , where C C Cn1 2, ,...,  correspond 
to connections of the 1st, 2nd and other types.

Also, when describing the object of protection, it is necessary to take into account such a 
parameter as integrity, that is, the degree of damage and the level of operational efficiency of the 
object P O C� �� �, . Its introduction into the model of the object is expedient due to the use of 
testing of the protection object and internal diagnostics of the IPS. Thus, each subject o t( )  as part 
of the protection object O  and the connection c i j( , )  will get efficiency ratio P p c i j= =( ( , ) ...0 1 
and P p o t= =( ( ) ...0 1 respectively, where the coefficient p  will vary in the interval from 0 (com-
plete non-functionality – destruction) to 1 (full operability).

In addition, a complete description of the object is impossible without taking into account its 
external connections and the list of external objects interacting with it, which are marked: ЕО – for 
external objects and ЕС for connections with external objects. Since taking into account external 
interactions is especially important when building comprehensive assessments, the relevant sets 
of characteristics Н(ЕО) and Н(ЕС) are essential [5].

A model of a potential offender
In terms of the solved task of assessing the security of public networks, the description of 

the external environment should contain not only a description of external objects, but also a 
description of the alleged offender. In the simplest case, the offender is described by a set of 
external influences (threats) T ti� � �  with the corresponding characteristics H T h t( ) ( )� � � . In 
the general case, it is necessary to consider different types of external influences: T T Tn1 2, ,..., .  
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This corresponds to the various goals of the offender: information capture, penetration, destruc-
tive actions, etc. Thus, in the general case, there is a list of sets: T ti� � �  at i N= 1,..., , which is 
described by a corresponding list of characteristics H T( ) .

In addition, the model must also take into account the so-called internal “semi-interactions”, 
which correspond, on the one hand, to the possible impact on the object (an element of the object), 
and on the other hand, to the ability of the element itself to perform actions that are not foreseen 
by the technology and can have unintended consequences.

Let different possible effects on the elements and connections of the object of protection 
(vulnerability) be characterized by sets U O( )  and U C( ) , where U O u i( ) ( )� � �  and U C u i j( ) ( , )� � � .

Similarly, the ability of an element (connection) to detect activity, i.e. to detect some impact 
unforeseen by information processing technology (for example, failure of an element (connection)), 
will be indicated v i( )  or v i j( , )  with sets V O( )  and V C( )  respectively, and sets V O v i( ) ( )� � �  and 
V C v i j( ) ( , )� � � , in turn, can be combined into a list V , as described above.

As components of the object description U  and V  must have the appropriate sets of charac-
teristics H U( )  and H V( )  to receive estimates.

Threats are supposed to create pairs with different “vulnerabilities” – u from sets U O( )  and 
U C( ) , that is, the “external influence” (threat from the violator) must correspond to the “possibil-
ity of such influence” (vulnerability) to create a pair (if such an external influence is not specified, 
in addition, for a specific object, such as t t i= ( )  or t t i j= ( , ) ). As a result of such an external link, 
the threat can be “built” both on the relevant technological (sanctioned) connections of the model, 
and on non-technological ones, which in general are pairs of the type: ( , )v u .

Therefore, the model describing the offender includes, in addition to immediate threats, the 
above-mentioned set of vulnerabilities U and internal influences V as factors contributing to the 
attack and as the only sources of influence in the absence of an external intruder.

Information protection means
Both natural restrictions (built-in protective properties) and artificial (additionally located 

equipment) – means of protection can prevent the spread of threats. Thus, the general formal 
description of the protection system should contain a list of protection means Z z� � �  with re-
spective characteristics H h z� � �( ) . 

At the same time, it is important that each means of protection z must be associated with 
the corresponding element (elements) of the object to be protected or the link (links) between the 
elements. So, z z i= ( )  or z z i j= ( , )  (or similarly for groups of objects and connections z z i= ({ })  
and z z i j= ({ , }) ). In addition, let’s note that the means of protection { }z  are also elements of 
the object, i.e. can be subject to external and internal influences and, in turn, can themselves (as 
system elements) influence other elements [66, 67]. 

The development of the modeling apparatus with regard to the complication of models and the 
construction of methods for their combination is considered below [68].

To build more complex protection models consisting of basic models, it is advisable to use the 
tool of logical operations on simple information protection models.
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Basic models of information protection
Models M1, M2, M3, M4 developed earlier in the works of V. Khoroshko [69].
Model M1. Passive information leakage channel
The model of passive information leakage assumes that the violator does not take active ac-

tions. Therefore, a set T t= { }  is sufficient to describe the violator, which describes such threats. 
In terms of the general model, such a set of threats can be denoted as T1 .

To describe the object, it is necessary to take into account:
O  – individual elements of the object;
C  – information connections (let them be labeled C1  in terms of a general model);
U  – uncontrolled elements, that is, those that can serve as sources of information for threats 

T1  (notation U1  can be entered in the general model).
In the description of the object, it is assumed that all elements are reliable and, accordingly, all 

other sets for the general model are empty.
Means of protection Z z= { }  for simplification, are assumed to be connected only to the 

elements of the object model, i.e. z z o= ( ) .
In this case, let’s use the simplest predicates to describe the M1 model:
Object:
element(о) – if “o” belongs to the set O;
inf_conn(o, е) – if “o” and “е" belong to the set O, and c(o, е) to the set C1 ;
not_contr(о) – if of element “o” it is possible to obtain information (that is, there is no guar-

antee that it is not possible to obtain information from this element), which corresponds to the 
set U1  of general model.

Protection:
protect(о) – if there are protection means z, connected to “o”;
(protect(о)) – if there are no protection means (z), connected to “o”.
Offender:
read(о) – if the offender tries to obtain information from “o” (of a specific element or the 

corresponding class, the type of elements from which an attempt is made to obtain information).
From this it follows that the M1 model represents a set of dangers M m1 = { } .
Using the form of recording predicates adopted in the logical programming language  

PROLOG [69, 70] to describe the transfer of information through connections, the rules of deriva-
tion F1 , can be presented in the recursive form of the description of predicates:

m(o,t) ← [(element(о)) & (not_contr(o/t)) & (protect(o)) & (read(о))];
m(o/z,t) ← ((element(о)) & [m(e,t)&(inf_conn(o,e/c)) & (protect(o))]∪[m(e,t) & c(o,e) & 
(protect(o,z))].

Predicates (protect(о)) and protect(о) allow to build regardless of the presence of protection 
z(o) of information connections chain c o ei( , )  of a view (Fig. 3.1).
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 Fig. 3.1 The scheme of threat implementation in the M1 model

O O1

Ci(O,O1) Ci(O1,O2) Ci(O2,O3) u(e)
O2 t••• 

Moreover, among these chains there cannot be two identical ones (respectively, with and 
without protection means), which is ensured by the consistent use of predicates (protect(о) and 
protect(o,z)).

Since for each predicate “m” describing “danger” are equated sets {o}, {c}, {z}, {u}, {v}, 
as well as threats “t”, for which this predicate is valid, then to determine the characteristics 
of the danger h(m) it is necessary to aggregate the initial evaluation data-characteristics of all 
components.

Model M2. An active leak channel
In the M2 model, it is assumed that the violator is engaged in collecting and removing informa-

tion in all possible ways. Therefore, a set is sufficient to describe the violator T t= { } , describing 
such threats. In terms of the general model, such a set of threats can be denoted as T1 .

To describe the object, it is necessary to take into account:
O  – individual elements of the object;
C  – information connections (let them be denoted C1  in terms of a general model);
U  – uncontrolled elements, that is, those that can serve as sources of information for threats 

T1  (notation U1  can be entered in the general model);
V  – internal influences, similar in many respects to T1 , aimed at establishing possible non-tech-

nological information connections (v,u), and for simplicity (as noted in the general description of the 
object) can be combined into a separate set Cnt  (or C2 ).

So, in the description of the object, it is no longer assumed that all elements are reliable.
Means of protection Z z= { }  for simplification, are assumed to be connected only to the 

elements of the model, i.e. z z o= ( ) . In this case, to describe the M2 model, let’s use the simplest 
predicates (in the extended form of the record).

Object:
element(о) – if “o” belongs to the set O;
inf_conn(o, е/c) – if “o” and “е" belong to the set O, and c(o, е) to the set C1 ;
not_contr(о/u) – if of element “o” it is possible to obtain information (that is, there is no 

guarantee that it is not possible to obtain information from this element), which corresponds to 
the set U1  of the general model;

ex_read(о/v) – if “o” can be activated to create a non-technological information channel pur-
posefully or accidentally ( V1 ).

Protection:
protect(о/z) – if there are protection means z, connected with “o”;
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protect(о) – if there are no protection means (z), connected with “o”.
Offender:
read(о/t) – if the offender tries to obtain information from “o” (of a specific element or the 

corresponding class, the type of elements from which an attempt is made to obtain information).
Then the M2 model will consist of the development of the description of the object through the 

introduction of the concept of “non-technological connection” in the form:

nt_conn(o,e/u,v) ← (element(о))&( element(e))& ex_read(e/v)& not_contr(о/u)

and the set of threats M m2 = { } , and output rules F2  will include rules:

m(o/u,t) ← (element(о)) & (not_contr(o/u)) & (protect(o)) & (read(о/t));
m(o/u,z,t) ← (element(о)) & (not_contr(o/u)) & (protect(o/z)) & (read(о/t));
m(o/{e},{c},{z},{u},{v},t) ← (element(о))&{[m(e/u,t) ∪ m(e/u,z,t) ∪
m(e/{a},{c},{z},{u},{v},t) & [(inf_conn(o,e/c)) ∪ (nt_conn(o,e/u,v))] &
(protect(o))] ∪ [(m(o/u,t) ∪ m(e/u,z,t) ∪ m(e/{a},{c},{z},{u},{v},t)) &
[(inf_conn(o,e/c)) ∪ nt_conn(o,e/u,v))] & (protect(o/z))]}.

Thus, the use of predicates:
nt_conn(o,e/u,v) ← (element(о)) & (element(e)) & ex_read(e/v) & not_contr(о/u) and 

[(inf_conn(o,e/c)) ∪ nt_conn(o,e/u,v))] allows in the M2 model to form chains of information 
transmission consisting of both technological ones c o ei( , ) , as well as from non-technological con-
nections c o ent( , )  (possible informational influences) (Fig. 3.2).

 Fig. 3.2 Scheme of threats implementation in the M2 model

O O1

Ci(O,O1) Cnt(O1,O2) Ci(O2,O3) U(e)
O2 t••• 

Moreover, among these chains (in fact, it is a set M2 ) the same as in M1 , there can be no 
two identical chains. In the case of specific models, predicates of type “nt_conn” may depend on 
additional conditions, for example, on the presence of a suitable control connection:

nt_conn(o,e/u,v) ← (element(о)) & (element(e)) & ex_read(e/v) &
not_contr(о/u)ctrl_conn(o,e)

if such a connection is provided in the model (as, for example, in the M3 model).
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Model M3. Unintentional unauthorized access
In the M3 model, as well as in the model of passive information leakage, it is assumed that the 

offender shows only one type of active actions – unauthorized access (UAA) (penetration into the 
system). Therefore, a set T t= { } , describing such threats is sufficient to describe the offender. 
In terms of the general model, such a set of threats can be denoted as T2 .

To describe the object, it is necessary to take into account:
O  – individual elements of the object.
C  – information connections (let them be denoted Ck  or C3  in terms of a general model).
U  – uncontrolled elements, that is, those that can serve as the subject of UAA for threats 

T2  (in the general model U2 ).
V  – internal influences, similar T2  in many respects. They are aimed at establishing possible 

non-technological control relationships (v,u), which for simplicity (as noted in the general descrip-
tion of the object) can be combined into a separate set Cnt  (or C4 ).

So, in the description of the object, as in the M2 model, it is no longer assumed that all ele-
ments are reliable.

Means of protection Z z= { } , just as in models M1 and M2, are assumed to be connected 
only to the elements of the object model, i.e. z z o= ( ) , and do not interact with other elements of 
the model and external objects, that is, flawless and reliable. 

In this case, let’s use the simplest predicates to describe the M3 model.
Object:
element(о) – if “o” belongs to the set O;
ctrl_conn(o, е/c) – if “o” and “е» belong to the set O, and c(o, е) belongs to the set Ck ;
available(о/u) – if to element “o” possible access to change its mode of operation, which cor-

responds to the set U2  of the general model;
ex_uaa(о/v) – if element “o” can be activated to create a non-technological control effect 

either purposefully or accidentally (V2 ).
Protection:
ua_prot(о/z) – if there are protection means z, connected with “o”;
ua_prot (о) – if there are no protection means (z), connected with “o”.
Offender:
uaa(о/t) – if the offender tries to gain access to “o” (of a specific element or an element 

belonging to a class or type of elements to which UA is attempted).
Then the M3 model, similarly to M2, will consist of the development of the description of 

the object through the introduction of the concept of “non-technological control (unauthorized) 
communication” in the form:

nt_conn(o,e/u,v) ← (element(о)) & (element(e)) & ex_uaa(o/v) & available(e/u)

and the set of threats M m3 = { } , and output rules F3  will include rules:
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m(o/u,t) ← (element(о)) & (available(o/u)) & (uaa_prot(o)) & (uaa(о/t));
m(o/u,z,t) ← (element(о)) & (available(o)) & (uaa_prot(o/z)) & (uaa(о/t));
m(o/{e},{c},{z},{u},{v},t) ← (element(о)) & {[m(e/u,t) ∪ m(e/u,z,t) ∪
m(e/{a},{c},{z},{u},{v},t) & [(ctrl_conn(o,e/c)) ∪ (ua_conn(o,e/u,v))]&
(uaa_prot(o))] ∪ [(m(o/u,t) ∪ m(e/u,z,t) ∪ m(e/{a},{c},{z},{u},{v},t))&
[(ctrl_conn(o,e/c)) ∪ ua_conn(o,e/u,v))] & (uaa_prot(o/z))]}.

Thus, the use of predicates:
nt_conn(o,e/u,v) ← (element(о)) & (element(e)) & ex_uaa(o/v) & available(e/u) and (ctrl_

conn(o,e/c)) ∪ ua_conn(o,e / u,v)) allows in the M3 model to form chains of control influences 
consisting of both technological connections c o ek( , ) , as well as from non-technological ones 
c o enk( , )  (possible access interactions) (Fig. 3.3).

 Fig. 3.3 Scheme of threats implementation in the M3 model
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Moreover, among these chains (in fact, it is a set M3 ) the same as in M2 , there can be no 
two identical chains.

Unlike model M2, in model M3 the direction of connections changes.
Model M4. Unauthorized access to information for the purpose of its obtaining
The M4 model combines the M2 and M3 models. The model “UAA to information with the 

aim of removing it” or “active leakage of information” assumes that the offender takes active 
actions – performs unauthorized access (penetration into the system) to influence its elements in 
order to activate them to obtain information (that is, new “given” internal influences for building 
new non-technological information transmission channels or changing existing characteristics). So, 
a list T T T= [ , ]1 2  is enough to describe the violator, where T1  – threats to withdraw information, 
and T2  – UAA threats.

To describe the object, it is necessary to take into account:
O  – individual elements of the object;
C  – information connections ( C1 );
Ck  – control connections ( C3 );
U1  – uncontrolled elements, that is, those that can serve as sources of information for 

threats T1 ;
U2  – uncontrolled elements, that is, those that can serve as the subject of UAA for  

threats T2 ;
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V1  – internal influences, similar in many respects to T1 , which are aimed at establishing pos-
sible technological information connections ( , )v u1 1 , and which can be combined into a separate set 
Cnt  (or C2 ).

V2  – internal influences, similar in many respects to T2 . They are aimed at establishing possible 
non-technological control relationships ( , )v u2 2 , which can be combined into a separate set Cnt (or C4 ).

So, in the description of the object, as in the M2 model, it is no longer assumed that all ele-
ments are reliable.

Means of protection Z z= { } , just as in models M2 and M3, are assumed to be connected 
only with the elements of the object model, i.e. z z o= ( ) , and do not interact with other model 
elements and external objects (are flawless and reliable).

In this case, let’s use the simplest predicates to describe the M4 model.
Object:
element(о) – if “o” belongs to the set O;
inf_conn(o, е/c1) – if “o” and “е» belong to the set O, and c(o, е) belongs to the set C1 ;
ctrl_conn(o, е/c2) – if “o” and “е» belong to the set O, and c(о, е) belongs to the set Ck ;
not_contr(o/u1) – if it is possible to obtain information from the “o” element (that is, there is 

no guarantee that it is not possible to remove information from this element), which corresponds 
to the set U1  of the general model;

available(o/u2) – if the “o” element can be accessed to change its mode of operation, corre-
sponding to the set U2  of the general model;

ex_read(o/v1) – if the “o” element can be activated to create a non-technological information 
channel either purposefully or accidentally (V1 );

ex_uaa(o/v2) – if the “o” element can be activated to create a non-technological control effect 
either purposefully or accidentally (V2 ).

Protection:
protect(o/z1) – if there are protection means associated with “o”;
protect(о)) – if there is no protection mean (z), connected to “o”.
uaa_prot(o/z2) – if there are UAA protection means associated with “o”;
uaa_prot(о) – if there are no means of protection against UAA.
Offender:
read(o/t1) – if the offender tries to receive information from “o” (a specific element or a corre-

sponding class, type of elements from which an attempt is made to receive information);
uaa(o/t2) – if the offender attempts to access “o” (a specific element or an element belonging 

to a class, type of elements, to which the UAA is attempted).
Then the M4 model will consist of a special development of the description of the object 

through the introduction of new concepts:
a) “non-technological control (unauthorized) communication”:

na_conn(o,e/u2,v2) ← (element(о)) & (element(e)) & ex_uaa(o/v2) & available(e/u2);
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b) “unauthorized controlling influence”:

influence(o/u2,t2 ) ← (element(о)) & (available(o/u2)) & (uaa_prot(o))&(uaa(o/t2));
influence(o/u2,z2,t2) ← (element(о)) & (available(o/u2)) & (uaa_prot(o/z2)) & (uaa(o/t2));
influence( o e c z u v t/ { },{ },{ },{ },{ },2 2 2 2 2 2 ) ← (element(о)) & {[influence( e u t/ ,2 2 )) ∪ 
influence( e u z t/ , ,2 2 2 ) ∪ influence( e a c z u v t/ { },{ },{ },{ },{ },2 2 2 2 2 ) &
[(ctrl_conn( e o c, / 2 )) ∪ ua_conn( e o c v, / ,2 2 ))] & (uaa_prot(o))]} ∪ 
influence( o u t/ ,2 2 ) ∪ influence( o u z t/ , ,2 2 2 ) ∪ influence( e a c z u v t/ { },{ },{ },{ },{ },2 2 2 2 ) &
[(ctrl_conn( e o o c, / , 2 )) ∪ ua_conn( e o u v, / ,2 2 ))] & (uaa_prot( o z, 2 ))]};

c) “non-technological information communication”:

nt_conn( o e u v a c z u v t, / , ,{ },{ },{ },{ },{ },1 1 2 2 2 2 2 ) ← element(о)& element(e)&
[not_contr( o u/ 1 ) & ex_read(e/v)] ∪ influence( e a c z u v t/ { },{ },{ },{ },{ },2 2 2 2 2 ).

Then the set of threats M t4 = { }  given by the output rules F4 .

m( o u t/ ,1 1 ) ← (element(о)) & (not_contr( o u/ 1 ) & (protect(o)) & (read( o t/ 1 ));
m( o u z t/ , ,1 1 1 ) ← (element(о)) & (not_contr( o u/ 1 )) & (protect( o z/ 1 )) & (read( o t/ 1 ));
m( o e c z u v c z u v t t/ { },{ },{ },{ },{ },{ },{ },{ },{ }, ,1 1 1 1 2 2 2 2 1 2 ) ← (element(о)) &{[m( e u t/ ,1 1 ) ∪ 
m( e u t/ ,1 1 ) ∪ m( o e c z u v c z u v t t/ { },{ },{ },{ },{ },{ },{ },{ },{ }, ,1 1 1 1 2 2 2 2 1 2 ) & (protect(o))] ∪
[(m(o / u,t) ∪ m(o / u,z,t).

The structure of connections described by the M4 model is shown in Fig. 3.4 and 3.5.

 Fig. 3.4 Scheme of implementation of threats in the M4 model, taking into account  
non-technological control connections
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 Fig. 3.5 The structure of threats in the M4 model taking into account unauthorized 
control connections
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The given examples illustrate, on the one hand, the capabilities of the proposed apparatus for 
the formal description of various models and the clarity of their presentation, and on the other 
hand, the complexity of modeling each specific protection system.

3.1 Construction of basic information protection models based on simple models

The introduced concept of unification can be expanded to unify two models, which will allow 
building new, more complex models, starting from simple ones.

The combination of models can be depicted in the following way:

M M Mi j� � ,

if the simplest predicates of description are combined in M, and the predicates of “realized threats” – 
threats are supplemented by a predicate of the type: m m mi j� � . This will make it possible to 
distinguish threats of different models Mi , Mj  and avoid errors in recursive definitions m mi j, .

For example, a model M M t M t� � � �  has a view:
element(о) – if “o” belongs to the set O;
inf_conn(o, e/c = ) – if “o” and “е» belong to the set O, and c(о, е) belongs to the set C–t;
not_contr(о/u-) – if it is possible to obtain information from the element “o” (that is, there is 

no guarantee that it is not possible to remove information from this element), which corresponds 
to the set U–t;

read(о/t-) – if the offender tries to receive information from “o” (a specific element or a corre-
sponding class, type of elements from which an attempt is made to receive information);
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ctrl_conn(o, e/c+,) – if “о" abd “е" belong to the set O, and c(о, е) belongs to the set CM+t;
available(o/u+) – if the “o” element can be accessed to change its mode of operation, corre-

sponding to the set U+ t;
ex_uaa(o/t+) – if the violator tries to get information from “about” (a specific element or a 

related class, the type of elements from which unauthorized access is attempted).
Output rules:

m – t(o) ← [(element(о)) & (not_contr(o)) & (read(o)] ∪ [m – t(e)&(inf_conn(o,e))];
m + t(o) ← [(element(о)) & (available(o)) & (uaa(o)] ∪ [m + t(e) & (ctrl_conn(o,e))];
m(o) ← m – t(o) ∪ m + t(o)

or in complete form:

m – t(o / {a},{c-},{u-},t-) ← [(element(о)) & (not_contr(o/u-)) & (read(o/t-)] ∪
[m – t(e / {a},{c-},{u-},t) & (inf_conn(o,e / c-))];
m + t(o / {e},{c+},{u+},t+) ← [(element(о)) & (available(o/u+)) & (uaa(o/t+)] ∪ 
[m + t(e / {a},{c+},{u+},t+) & (ctrl_conn(o,e/c+))];
m( o e c u t c u t/ { },{ },{ }, ,{ },{ },1 1 1 2 2 2 ) ← m – t(o) ∪ m + t(o).

By analogy with unification, the operation of composition (or product) of models is introduced: 
M M Mi j� �  in which the simplest predicates are combined, and the main components of interac-
tions – communication, threats and vulnerability M are replaced by dangers, respectively Mj . Thus, in-
stead of the simplest t(o), v(o), u(о) or с(о,е) chains of realized threats may appear: m oi( )  or m o ei( , ) .

Therefore, for certainty, it is necessary to enter accordingly:
t t� �  – t-product (t(o) replaced by т(о));
v v� �  – v-product (v(o) replaced by т(о));
u u� �  – u-product (u(о) replaced by т(о));
c c� �  – c-product (с(о,е) replaced by m(о,е)).
For example, the product of models M M tc M v� � � � allows to build a species model 

M O C U V T M t O M v O C F T( , , , , ) ( , ( , , ), )� � � :
element(о) – if “o” belongs to the set O;
inf_conn(о, e/c = ) – if “о» and “е" belong to the set О, and c(о, е) belong to the set C;
not_contr(о/u) – if it is possible to obtain information from the “o” element (that is, there is 

no guarantee that it is not possible to remove information from this element), which corresponds 
to the set U;

read(o/t) – if the offender tries to obtain information from “o” (a specific element or the 
corresponding class, type of elements from which an attempt is made to receive information);

ex_read(o / v) – if the “o” element can be activated to create a non-technological information 
channel either purposefully or accidentally (V).
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Output rules:

m – v(o,e) ← [(element(о)) & (element(e) & (ex_read(e) & not_contr(o)] ∪
[m – v(o,i) & (inf_conn(i,e)];
m – t(o) ← [(element(о)) & not_contr(o) & read(o)] ∪ [m – t(e) & m – v(o,e)];
m(o) = m – t(o / {c}) = m – t(o,e).

This model considers all possible leakage channels only through non-technological channels that 
also use technological information links.

In order to fully reproduce the M2 model – “information leakage” described above in the 
examples, it is necessary to take into account the means of protection and “pure” technological 
channels of information transmission, which are not taken into account in the example with the 
product, since the predicate m – v includes only a combination of technological and non-technolog-
ical connections. In such a way:

M M tc M v M t Z2 � � � � � � �( ) .

Similarly for the M3 model there is:

M M tc M v M t Z3 � � � � � � �( ) .

To reproduce the M4 model, it is necessary to combine the following models:
( )M t c M v� � �2 2 2  – unauthorized access through non-technological channels;
( )M t c M v M t� � � � �2 2 2 2  – unauthorized access through non-technological and techno-

logical channels;
( (( ) ))M v v M t c M v M t� � � � � � �1 1 2 2 2 2  – violation of information dissemination regime due 

to unauthorized access;
(( (( ) )) )M v v M t c M v M t M v� � � � � � � � �1 1 2 2 2 2 1  – violation of information dissemination 

regime due to unauthorized access;
( (( (( ) )) )M t c M v v M t c M v M t M v� � � � � � � � � � �1 1 1 1 2 2 2 2 1  – leaks through non-techno-

logical channels arising as a result of violation of the information dissemination regime, including 
through unauthorized access.

As a result:

M M t c M v v M t c M v M t M v Z4 1 1 1 1 2 2 2 2 1� � � � � � � � � � � � �( (( (( ) )) ) ).

Thus, using the introduced operations of union and product of the simplest models, it is pos-
sible to obtain basic models of protection. The considered synthesis technique can be extended to 
perform the introduced operations with basic models.



models of socio-cyber-physical systems security

90

3.2 Models of active dynamic information protection

Formal presentation of a comprehensive model of information protection in public networks.
It follows from the above that for a complete description of the composition of the protection 

model, in the general case, it is necessary to consider the following three sets:
1) � �O C EO EC, , , ;
2) � �T U V, , ;
3) � �Z .
In each specific case, these sets can be considered in a truncated form. The model of the pro-

tection system M consists of a set of “realized” threats – dangers {m}, which should be derived 
from the description of the composition of the protection system:

M ← F(O,C,U,V,EO,EC,T,Z),

where F – rules for output for a specific model, that is, for each model Mi , there must be their 
own output rules Fi , which allows to get a complete description of a specific protection system, 
taking into account the possible actions of the violator.

Comprehensive assessment for each model Mi  is built by aggregating the characteristics of 
the components of the model, first, to obtain characteristics for each m from Mi , based on the 
initial characteristics i, secondly, to obtain generalized indicators for the model Mi  in general.

It is quite obvious that, despite the huge variety of objects of protection, threats, means of 
protection, etc., when building a complex model of protection, some basic elements can be used, 
which allow to vary certain specific conditions.

Model M5. Unauthorized access to information for the purpose of obtaining it with an 
unknown type of threat

The combination of four models (M1 – passive channel of information leakage, M2 – active 
channel of information leakage, M3 – unintentional unauthorized access, M4 – unauthorized access 
to information with the aim of removing it) in various variants provides wide opportunities for mod-
eling various known types of threats and their implementation [67–72]. However, in connection 
with the continuity of the process of developing new and improving existing methods and means of 
implementing threats, it is necessary to use such approaches to ensuring information protection 
that allow detecting and preventing threats of unknown types and carrying out dynamic correction 
of protection behavior, adapting it to specific application conditions. 

In this connection, the basic model M5 is introduced – unauthorized access to information for 
the purpose of removing it with an unknown type of threat. The M5 model (Fig. 3.6) is based on 
the M4 model [68], but a special entry channel for unknown types of threats, which are subject to 
identification and adaptation contour, is introduced into its structure.

Here { }Oi  – objects of protection; { }ti  – set of threats; { }Cij  – set of information connec-
tions; { }Uij  – set of vulnerabilities of objects and connections; { }Ck  – set of control connections; 
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a, b, e – unprotected objects; tn  – threats of unknown types; AR – contour of adaptive protection 
control; C0:  – adaptive control communication.

At the same time, two types of uncertainties are considered:
– parametric uncertainty – parameters of the object and threats belong to a specific known 

field of definition, where they change according to unknown laws;
– signal uncertainty – object and threat models given by the function of time.
To implement the adaptation mechanism, a traditional scheme of a two-level adaptive control 

system is used, which includes the main circuit and the adaptation circuit. At the level of the main 
circuit, the reference mathematical model developed in this section and the control algorithm built 
on the basis of the reference model for known types of threats are specified.

With the help of the adaptation algorithm, the vector of adaptive control connections in the 
main circuit is adjusted to achieve the goal of protection against unknown types of threats and 
unknown initial parameters of the protection object.

Along with the probability of detecting unknown types of threats, one of the main indicators 
of the M5 model is the promptness of response. The assessment of responsiveness is based on 
the description of the transition process of the information protection system from the state Nj  
in Nj +1 .

 Fig. 3.6 The structure of threats in the M5 model, taking into account the adaptive 
protection contour
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Let the initial moment of the period of functioning of the information protection system be the 
actual time of the start of the threat implementation, and the final moment – the completion of 
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operational measures. Let’s mark � � ��t t tj i i1 , – the total time of the change in the state of the 
IPS when the threat is realized. Then:

� � � � �t t t t tj i i i i
det . clas. tr . res.,

where ti
det .  – threat detection time; ti

clas.  – time of the threat classification (identification of the type); 
ti

tr .  – time of transmission of information in IPS; ti
res.  – time of response measures implementation.

At the same time, for a one-time impact of the threat, these temporary indicators will be 
determined in the following way:

t f M R P Ki i
det . ( , , , ),=

t f M R P Ki
clas. ( , , , ),= 2

t f a si
tr . ( , ),= 3

t f P a si
res. ( , , ),= 3

where М – a number of threat detection methods; R – set of indicators characterizing methods 
of implementing the detection complex; P – set of threat indicators; K – set of threat classes; 
а – performance of technical means of the IPS; s – data transfer rate.

Therefore, the total time

� �t F M R P a s Kj ( , , , , , ),

is not a constant value, and a condition must be introduced when operating the PS with calculations 
of the M5 model

� �t Tj i lim,

where Ti lim  – limitations on the promptness of response.
In order to fulfill this condition, it is necessary to constantly refine the classes of threats 

and response measures, which are carried out simultaneously with the continuous training of the 
adaptive component of the IPS.

For a complete description of the composition of the M5 model, in general, consider the 
following sets:

1. < О, с, Eo, Ес, а > – object of protection;
2. < Т, U, V, а > – intruder;
3. < z, t > – means of protection,
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where О – objects to be protected, с – a set of information and control connections, Ео, Ес – ex-
ternal communication objects, Т – set of threats, U – set of vulnerabilities of objects and connec-
tions, V – internal influences aimed at establishing non-technological control relationships, z – a set 
of protections, t – time, а – uncertainty parameter.

Model M6. A model of unauthorized access to information for the purpose of its remov-
al with an unspecified level of protection and an unknown type of threat

The M5 information protection model presented in the previous subsection provides an oppor-
tunity for constant refinement of threat classes and response measures and continuous training 
of the adaptive component of the IPS. Thus, the IPS, built on the basis of this model, detects and 
prevents threats of unknown types.

However, due to the fact that the characteristics of the data transmission channel are con-
stantly changing and the information protection system requires continuous control, it is necessary 
to use such approaches to ensure information protection that allow:

– to detect changes in the characteristics of the communication channel and carry out dynamic 
correction of the level of protection, adapting it to specific application conditions;

– to continuously diagnose communication systems with further adjustment of protection means.
In this regard, the basic model M6 is introduced – unauthorized access to information for the 

purpose of its removal with an unknown type of threat and an unspecified level of protection [67, 72].
The M6 model (Fig. 3.7) is based on the M5 model in order to obtain higher protection. 
Its structure includes: a special module of internal diagnostics that diagnoses the entire 

protection system, makes a decision to adjust the behavior algorithm of the IPS, which al-
lows to achieve fault tolerance of the IPS; a special module that diagnoses the communication 
channel with subsequent changes in the security level, which allows to achieve the adaptability  
of the IPS.

Notations of the M6 model: { }Oi  – objects of protection; { }ti  – set of threats; { }Cij  – a set 
of information connections; { }Uij  – set of vulnerabilities of objects and connections; { }Ck  – set of 
control connections; a, b, e – unprotected objects; tn  – threats of unknown types; AR – contour 
of adaptive protection control; C0:  – adaptive control communication; ID – internal diagnostics 
module; CD – communication channel diagnostics module; Cik  – diagnostic relationship between 
ID and IPS; Cck  – communication that provides information about the state of the communication 
channel for the IPS using the module CD.

Next, let’s describe the changes made to the M5 model in order to obtain higher security in 
the M6 model.

Let’s provide a detailed description of the functioning algorithm of the internal diagnostics 
module of the IPS (ID) of the M6 model [73–75]. 

Depending on changing external factors (i.e. whether the system is affected by an intruder, 
and if so, what) the system will adopt the following states:

1. E0  – proper operation of the system S.
2. E En1,...,  – various types of malfunctions associated with the corresponding types of threats.
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 Fig. 3.7 The structure of the M6 model. Increased efficiency of protection is provided 
by components of internal diagnostics and diagnostics of the communication channel
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Internal diagnostics is closely related to the identification of the transition operator H, which 
will transform the input signal e( )⋅  into the output J H e( ) ( ( ))� � �  with the help of a model 



H  while 
minimizing the identification error �( ) ( ) ( ( ))� � � � �J H e



.
Since the transition operator H f x e� �( ( , ))  depends on the internal state of the studied sys-

tem S, diagnosis is further carried out using the classification of identified internal states x e( , )⋅ , 
such that 





H f x e� �( ( , )) , by means of structural distance dx .
Identification actions will be performed using the model method using the second-order gradi-

ent algorithm.
The objective is to identify the system S (not necessarily linear), discretized with a peri-

od during the duration T N� �  using a linear model 


H , which depends on p parameters: 
H g x X x xp= =( ), [ ,..., ]1 ; X є, for example, by the vector of coefficients of the transfer function 
associated with 



H . In this case, let’s assume that the output J( )⋅  is one-dimensional [74].
Identification criterion І, which is to be minimized with respect to X, represents the root mean 

square error on the segment [0,T], when 


e( )⋅  is considered given:

I X l J l H e l J l J l
l Nl Nl o N

( ) ( ) ( ) ( ( )) ( ) ( )
,,,

� � � � �
���
��� � � � � � �2

00

 

..  (3.1)



3 Model of probable threats and information protection in public networks

95

The specified criterion (1), depending on the goal, can be replaced by any of the following 
alternative criteria.

Identification corresponds to the solution of a nonlinear optimization problem [75]:

I X I X
X

( ) min( ( ).


=

For example, using the gradient method, where the gradient ∇I X( )  is a vector:
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Values � �


J l xi( ) /�  represent the sensitivity of the model 


H  to parameter changes X. The 
gradient method consists in making successive movements in the direction of ∇I X m( )  from the 
point X m  in order to minimize � �I X xm( )�  in the indicated direction by adjusting the step 
�X X Xm m� ��1 ; in this case, the process resumes at the point X m+1 .

If to decompose I X xm( )� �  to the second order and if to write that X m+1  is a stationary 
point, then:

I X x I X I X x X I X Xm m t m t m( ) ( ) ( ) ( ) ;� � � � � �� � � �
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is the sum of two types of terms, the first of which is related to the sensitivity of the model 


H ,  
and the others are negligible near the optimum 



X  due to the factor � �( )l . Thus, the members 
� � �( ) ( )l j l�2



 can be neglected when calculating the above quantity with successive iterations m.
Like all identification procedures, this procedure requires data about the initial state X 0  of the 

system S. Most diagnosis tasks use good knowledge of system state E0  which corresponds to the 
specified to add the state X 0  parametric value that corresponds to it. If necessary, it is possible 
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to carry out identification based on the model 


H  of a small order, in order to gradually improve it 
after successive identifications with increasing p values.

It is necessary to briefly indicate the modifications necessary to account for measurement 
noise. Bl  – noise during the measurement J l( )τ  output signal J( )⋅  at a moment in time ( )lτ . The 
measured random variable in this case is defined as:

� � �2 0( ) ( ) , ,l J l B Bl l� � �  (3.6)

and let δ


X  – the resulting random error for the parameters identified at the optimum X for the 
model 



H .
It is shown that:
a) average error value δ



X  is:

� � � � � �
   

  X B B I X J l J l B J l
X

t
X

i N
l X

i

� � � � � � � ��

� �
�1

0 0

, ( ) ( ) ( ) ( )
, ,,

;
N
�  (3.7)

b) covariance error matrix δ


X  is equal to V B2 1− , where:
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Internal diagnostics will be performed on the basis of the identified model.
Internal diagnostics is carried out after study and understanding, i.e. first of all, it is necessary 

to identify a prototype system for each of the states of failure / deterioration of performance EC ;  
let XC  – be the corresponding vector P of parameters characterizing the identified model 



HC  of 
the state E c cC , ,...,( )� �0 1 .

Secondly, each of the specified vectors is associated with a probability region proportional to 
the variation of the vector XC .

Finally, during the operational phase, N previous discrete values of the output signal are record-
ed and then a vector X of system parameters S is identified. The vector X is classified into one of 
the classes c c� �0 1,...,( )  by comparing it with recognized vectors XC .

In order to improve the quality of identification, it would be correct to use the same test signal 
e( )⋅  with duration N T� �  for systems in the various states discussed above.

Let’s now consider the communication channel diagnostics procedure implemented in the CD 
module of the M6 model [76].

Let’s consider the basic provisions of diagnostics of continuous diagnostics systems.
Let’s ssume that the considered system S can be represented by a transition operator H 

that will transform a multidimensional input signal e(t) into a multidimensional output signal j(t). 
According to the temporary functions, denoted e( )⋅  and j( )⋅  will be stochastic processes in the 
dynamic case or probabilistic variables in the static case. The previous representation assumes no 



3 Model of probable threats and information protection in public networks

97

feedback loop returning the signal j(t) to the system S input; and if not, then in the system from 
the very beginning of the looped feedback, let’s assume the presence of a transformation that gives 
its description by S of the transformed open-loop system. The hypothesis is proposed that the input 
signal e(t) and the output signal j(t) available for observation and measurement at any moment of 
time and with the help of appropriate sensors. In the extreme case, it will be necessary to install a 
certain number of sensors specific to each component or subsystem.

Any pair ( ( ), ( ))e j⋅ ⋅  is called a signature of a subsystem S, where j( )⋅  is the output that the 
system gives to the input signal e( )⋅ . In this case, in the set of functions e( )⋅  and j( )⋅  accordingly, 
let’s define two semimetrics de  and d j , that is, two metrics whose kernel is not zero:

� � �e e1 2( ), ( ) , e e1 2( ) ( )� � � , d e ee( )1 2 0= ,

� � �j j1 2( ), ( ) , j j1 2( ) ( )� � � , d j jj( )1 2 0= .

Let’s also specify a finite collection C of different signatures ( ( ), ( )), ,...,( )e j c cc c� � � �0 1 , char-
acterizing C possible states EC  system S of the given design and established initial standard. Each 
of the pairs represents a type of impairment (decreased level of protection) EC  of the system S.

System S will be characterized by performance degradation EC , c c� �0 1,...,( ) , if (and only if)  
its input e( )⋅  and the corresponding output j( )⋅  simultaneously satisfying:

d e ee c( , ) = 0  and d j jj c( , ) .= 0

It is quite clear that among the C possible states of the system (S) there is a state EO  of the 
system, called “the system in working order”, which meets all established technical and operational 
standards. State EO  is represented by a signature ( ( ), ( )e jO O⋅ ⋅ .

It follows from the preliminary formal diagnosis that the specified problem is equivalent to the 
classification of internal states x(t, е) of the systems S. State x(t, е) is called observable if (and 
only if) it is possible to calculate it at a moment in time τ  based on knowledge (e(t),j(t)) at t � � . 
If one of the internal states x ec c( , )⋅  is not observable, then the type of fault EC , c c� �0 1,...,( )  
cannot be automatically diagnosed. Thus, let’s believe that states EC , which characterize the de-
terioration of working capacity, are associated with the observed internal states x ec c( , )⋅ .

In this case, it will be formally equivalent to characterize the deterioration of working capacity 
EC , c c� �0 1,...,( )  by signature ( ( ), ( ))e jc ⋅ ⋅  or a corresponding internal state x ec c( , )⋅ , or the 
transition operator H f x ec c c� �( ( , )) , which depend on x ec c( , )⋅ . This value of semimetric d de j,  
must correspond, thus, the semimetric dx  between the internal states of the system S, which 
is also called the structural distance. In particular, the system S will be considered a malfunction 
having (a decrease in the level of channel security) if:

d x e x ex c c( ( , ), ( , )) .� � � 0  (3.9)
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Types of impairment of working capacity EC , c c� �0 1,...,( )  can be diagnosed with the help of 
the above hypotheses in two ways: external diagnostics and internal diagnostics.

External diagnostics use the signature ( ( ), ( ))e j⋅ ⋅  without clear observation, measurement and 
direct assessment of the parameters characterizing the internal state of the system (S); requires 
external research data, namely: signatures ( ( ), ( )), ,...,( )e j c cc c� � � �0 1  and semi-distances d de j,  
and often uses transient analysis for diagnostic purposes.

Internal diagnostics use a signature ( ( ), ( ))e j⋅ ⋅  for observation, measurements or evaluation 
of parameters characterizing the internal state of the system: S H e H f x e( ) ( ( )), ( ( , ))� � � � � . Thus, 
internal diagnosis is similar to the problem of identification and requires internal research data. 
Let’s distinguish two cases:

1. Test diagnostics: in this case, a known input signal is applied to the S system e( )⋅ , and diagno-
sis is started only after the time has expired Т; the data that must be registered for the classification 
of malfunctions is: {( ( ), ( ), [ , ]}e t j t t T∈ 0 ; the test requires the termination of normal operation.

2. Adaptive diagnostics: performed at any time t ≥ 0  in the sense that the main problem is 
the detection of sudden changes in the internal state of the S system or deterioration of perfor-
mance exceeding the established thresholds; data that must be registered for the classification of 
malfunctions at the moment of time t ≥ 0 , is {( ( ), ( ), [ , ]}e j T� � �� 0 .

For systems that continuously transmit information, the most acceptable type is adaptive 
internal diagnostics. It is quite logical to include a self-diagnosis component in such a system, in-
cluding monitoring the state of the data transmission channel environment. Based on the received 
diagnostic data, the transmission system adjusts the protection parameters (encryption, noise 
reduction, etc.). Thus, there is a continuous process of self-diagnosis with the subsequent change 
in the characteristics of the operating system without stopping it. Based on this, the information 
transmission system will turn into a feedback system, where the transmission channel affects the 
response of the system.

Thus, for a complete description of the composition of the M6 model, in the general case, it is 
necessary to accept the M5 model as the original, taking into account the changes made to it (for 
the reasons described above):

1. A new component (ID) is introduced into the model, which is responsible for the internal 
diagnostics of the IPS.

2. For the purpose of close interaction of the IPS and the information transmission system, the 
CD component – the communication channel diagnostic module – is included in the model.

3. As a result of the appearance of two new components of the model, new technological con-
nections arise: Cik  – diagnostic relationship between ID and IPS; Cck  – communication that pro-
vides information about the state of the communication channel for the IPS using the CD module.
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Abstract

A technique for analyzing the quality of the mechanism for validating the identified vulnerabili-
ties of a corporate network has been developed, which is based on integral equations that take into 
account the quantitative characteristics of the mechanism for validating vulnerabilities under study 
at a certain point in time. This technique allows to build the laws of distribution of quality indicators 
of the vulnerability validation process and quantify the quality of the mechanism for validating de-
tected vulnerabilities, which allows to monitor and control the validation of identified vulnerabilities 
in real time during active security analysis. 

A method is proposed for constructing a fuzzy knowledge base for making decisions when vali-
dating vulnerabilities of software and hardware platforms with an active analysis of the security of a 
target corporate network based on the use of fuzzy logic, which makes it possible to provide reliable 
information about the quality of the mechanism for validating vulnerabilities indirectly. 

The constructed knowledge base allows to form decisive decision-making rules for the imple-
mentation of a particular attacking action, which allows to develop expert systems to automate the 
decision-making process when validating the identified vulnerabilities of target information systems 
and networks. 

The method of automatic active security analysis has been further developed, which, based on 
the synthesis of the proposed models, techniques and methods, allows, unlike the existing ones, 
to abstract from the conditions of dynamic changes in the environment, i.e. constant development 
of information technologies, and take into account only the quality parameters of the vulnerability 
validation process itself.

KEYWORDS

Cyber incident, vulnerability, warfare, risks, information security, electronic intelligence.

4.1 Experimental study of the functioning of modern automated vulnerabilities 
exploiting means 

As mentioned earlier, modern systems of active security analysis (SASA) of information sys-
tems and networks, based on various methods of detecting and confirming vulnerabilities (in partic-
ular, methods of conducting penetration testing), allow simulating a potential cyber attack on the 
organization’s information infrastructure and establishing its actual state security. 

Research and simulation of the mechanism of 
vulnerabilities validation in active analysis of 
information network security4
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At the same time, the generalized algorithm of such systems consists of the following 
steps [77–95]:

– scanning of the target network, which allows to determine the list of available hosts, detect 
open ports on them and identify running services;

– making assumptions about the presence of vulnerabilities in the software, in particular in 
the detected services, based on the vulnerabilities knowledge base, errors in the configuration of 
equipment and other gaps in the protection perimeter of the information infrastructure;

– verification and confirmation of the possibility of implementing identified vulnerabilities by 
attempting to exploit them using specialized software, in particular, using so-called vulnerability ex-
ploits (malicious scripts, executable modules, etc.). This process is schematically shown in Fig. 4.1;

– generation of a report, which necessarily includes a list of validated vulnerabilities and their level 
of criticality (danger), as well as, optionally, recommendations for eliminating these vulnerabilities.

 Fig. 4.1 The process of selecting and implementing the next exploit,  
with the subsequent recall of the target
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In general, the need to check the possibility of implementing detected vulnerabilities, that is, 
their validation, arises because security scanners allow detecting only potential vulnerabilities of 
target systems, while allowing for the fallacy of such activations, which consists in the impossibility 
of actual implementation of the detected vulnerability on the part of the attacker. And since each 
SASA, having its own databases of ready-to-use exploits of known vulnerabilities and algorithms for 
their automatic implementation, the validation of detected vulnerabilities is carried out differently. 
So, for example, such algorithms can be based on the sequential implementation of all exploits 
available in the database, or taking into account simple criteria, such as the family of the operating 
system, the service and the rank of the exploit.

Thus, even in automated SASA, the number of vulnerability checks of only one target system, 
that is, attempts to exploit them, can reach several thousand (the main limitation is the number of 
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exploits in the database). This can be critical from the point of view of the time required to conduct 
an active security analysis in corporate networks, moreover, the sequential launch of all available 
exploits significantly increases the risk of a critical error in the functioning of the target system 
and its complete failure. Accordingly, in view of these limitations, it becomes expedient to solve the 
problem of determining the quality of the mechanism for validating vulnerabilities of software and 
hardware platforms.

For this, first of all, by processing the results of a large number of observations of the func-
tioning of the means of exploiting the identified vulnerabilities, in particular, the feedback scheme 
shown in Fig. 4.2, the general characteristics of the vulnerability validation process, which take 
into account the above factors, were highlighted. 

 Fig. 4.2 Generalized scheme of step-by-step loading of the command 
interpreter – “meterpreter”

The feedback scheme (Fig. 4.2) is demonstrated on the example of the step-by-step imple-
mentation of the exploit with the previously mentioned payload, namely, the meterpreter command 
interpreter. At the same time, interaction (connection establishment) at the transport level takes 
place in accordance with the TCP protocol (Fig. 4.3) [84].

At the first stage, the exploit is transmitted to the target system along with the backed-up 
first part of the payload. After exploiting the vulnerability, the payload tries to connect back to 
the active security analysis system (i.e., the exploit tool, in this case metasploit) and establish a 
communication channel. 
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The next stage involves loading the second part of the payload DLL (Dynamic-link library –  
dynamically linked library) of the injection, after its successful execution, the exploit tool sends the 
DLL to the meterpreter server to establish the proper communication channel.

Thus, if the selected exploit, as well as the corresponding payload, worked and an active ac-
cess session to the target system was obtained, it is possible to speak of a successful validation 
of the vulnerability. 

Otherwise, when the selected exploit did not work, the vulnerability is not validated. If the ex-
ploit tool did not receive a response from the target system within the specified RTD delay interval 
and lost communication with it, the attempt to launch the selected exploit was unsuccessful and 
resulted in a critical error in the target system.

 Fig. 4.3 The scheme of using the socket interface to establish a TSR connection

Thus, it was established that the quality of host vulnerability validation of the target corporate 
network is determined by the vector q q qs f c, ,� �  of the three-dimensional vector space [96], where 
qs  – abscissa, which defines the number of successfully validated vulnerabilities, qf  – ordinate, 
which defines the number of unvalidated vulnerabilities and qc  – an application that determines the 
number of cases of vulnerability validation that resulted in critical errors on the target host and 
subsequent loss of communication with it.

However, given the risk of causing critical errors in the functioning of the target systems, 
their number in the corporate network, the dynamics of changes in the target systems themselves 
(changes in their configurations), as well as the constant increase in the number of new vulnera-
bilities and their exploits, it becomes difficult, experimentally, to ensure a full check of all objects  
(in this case, attempts to exploit vulnerabilities) related to this problem, in order to obtain a gen-
eral population. 

Therefore, it was decided to use a sample population in order to search for and study regular-
ities in the process of active analysis of the security of corporate networks. 
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And since the sample is a subset of the general population, on the basis of its research using 
the tools and methods of mathematical statistics, it will be possible to draw a conclusion about the 
properties of the validation process that occurs in the general population. 

At the same time, in order for the conclusions regarding the properties of the general popula-
tion, which are made during the study of the sample, to be justified, it is necessary that this sample 
population is necessarily representative, that is, it accurately reflects the general population. 

In general, the issue of forming a sample population is the first step on the way to obtaining 
results that objectively reflect the processes and phenomena that take place in the general popu-
lation. And since the most common practice is to first select the required number of objects, and 
only then conduct their research, a list of 11 target systems was formed. 

At the same time, the platforms were chosen on the basis of statistical data from Netmar-
ketshare and Statcounter companies (Fig. 4.4) regarding the prevalence of the use of specific 
operating systems in the world [77–89] and in particular in Ukraine [89]. Also, two specially 
designed platforms for conducting penetration testing with known vulnerabilities already present 
were included in the list.

 Fig. 4.4 Statistical data on the use of operating systems in the world 

The experiment itself, in order to obtain the so-called functional dependencies, was carried out 
on a specially developed test bench, according to the proposed methodology of experimental re-
search on the functioning of modern automated means of exploiting vulnerabilities, and the results 
were designed and presented in the form of a table (Table 4.1). 
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 Table 4.1 Results of vulnerability validation using armitage and autopwn

Platform (OS)
Armitage Metasploit-autopwn

‡ qs qf qc t ‡ qs qf qc t

Windows XP SP2 312 3 306 3 345 63 3 58 2 244

Windows XP SP3 98 3 93 2 86 58 3 53 2 286

Windows 7 85 2 80 3 65 63 3 60 2 369

Windows 8.1 83 1 81 1 58 65 0 64 1 281

Windows 10 84 0 83 1 154 1255 0 1255 0 1523

Windows Server 2008 R2 96 2 92 2 82 84 1 82 1 363

Windows Server 2016 39 0 39 0 71 32 0 32 0 43

Mac OS X 10.13 63 1 61 1 115 59 1 58 0 249

Mac OS X 10.14 46 1 45 0 83 41 1 40 0 58

Metasploitable 2 765 3 762 0 293 1445 3 1442 0 1462

Metasploitable 3 780 3 777 0 330 1911 3 1908 0 1933

where ‡ – the total number of attempts to exploit detected vulnerabilities of a separate host of the target 
corporate network; t – total validation time of detected vulnerabilities of a separate host of the target 
corporate network, expressed in seconds

4.1.1 Test stand description

All experiments were performed on a machine running Windows 10 Pro x64 v1803 operating 
system with an Intel Core i5-3210M CPU 2.50 GHz and 12 GB RAM using the VMware Work-
station 12 Pro v12.5.9 build-7535481 virtualization platform, on which a special test stand was 
deployed. The schematic representation of this stand is presented in Fig. 4.5.

Virtual machines running the Kali GNU / Linux Rolling 2019.3 OS with the following tools for 
automating the work of the Metasploit framework vulnerability exploitation tool is installed and 
configured as a system of automatic active security analysis (SAASA) in various experiments:

– metasploit-autopwn;
– armitage.
As a target host, a number of virtual machines with different installed platforms and the cor-

responding standard set of software act:
– MS Windows 10;
– MS Windows Server 2008 R2;
– MS Windows Server 2016;
– Mac OS X 10.13 and 10.14;
– Metasploitable 2 and 3.
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 Fig. 4.5 Generalized scheme of the test stand 

4.1.2 Methodology of experimental study of the functioning of modern automated 
means of exploiting vulnerabilities

First of all, it should be noted that all experiments consist in conducting automatic active secu-
rity analysis of a number of the same target hosts using various automated software tools of active 
security analysis defined in the previous subsection and further analysis of their work results. 

The purpose of this experimental study is to determine the general characteristics of the 
vulnerability validation process. For this purpose, the following method of experimental research is 
proposed, where the following system of actions is provided:

1. After deployment of the test bench and configuration of all target hosts, create snapshots 
(VMware snapshot) [97–112] of data of virtual machines to save their original (initial) state.  
A virtual machine snapshot is a point-in-time copy of the virtual machine disk file (VMDK) that 
allows to restore the saved state of the virtual machine.

2. Conduct an analysis of the security of the next host using the Armitage graphical cyber 
attack management tool using the Hail Mary vulnerability exploitation mode, save the results and 
restore the initial state of the target host under investigation with VMware tools.

3. Carry out an analysis of the security of the next host using the db_autopwn automatic ex-
ploit and cyber attack plugin, save the results and restore the initial state of the target host under 
investigation with VMware tools.

4. If a critical error occurs in steps 2 and 3 during active security analysis, restore the initial 
state of the target host under investigation, and re-analyze it with exclusion from the list of exploits 
that led to this error.

5. Submit the results of the conducted experiments in the form of a table.
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4.2 Mathematical modeling of information systems and networks identified 
vulnerabilities validation mechanism

4.2.1 Regression analysis of experimental research results

On the basis of the conducted experimental studies, it was established that each of the coordi-
nates of the vector  on the one hand, it changes continuously over time, during which an active analy-
sis of the security of an individual target host and the corporate network as a whole is carried out, and 
on the other hand, all three coordinates are connected to each other by some functional dependence.

However, unlike deterministic dynamic systems, which can be described by systems of dif-
ferential equations built on the basis of the system`s nature, the task of detecting vulnerability 
validation is not unambiguous. Therefore, it was decided to solve the task of building a mathemat-
ical model of information systems and networks vulnerabilities validation mechanism by means of 
regression analysis [78, 87, 91], creating analytical dependencies, which in turn are solutions of 
some differential equations system. 

In general, regression analysis refers to the study of the regularity of the relationship between 
two variables, when one x value corresponds to a set of y values, i.e. the relationship between 
them is not fully defined [88]. 

Thus, in regression analysis, statistical dependencies are described by a mathematical model, 
that is, a regression equation that reproduces the relationship between factor  values and variable 
characteristics of the investigated process  establishing the corresponding analytical dependence, 
and has the form y f x� � �.

At the same time, the regression equation, if possible, should be quite simple and adequate.
The analysis itself is carried out directly in several steps:
– checking for the presence of a correlation relationship;
– approximation of experimental data;
– statistical analysis of regression equations.
First of all, the statistical relationship between two variables is evaluated based on the results 

of experimental observations using the correlation coefficient. 
Provided that N observations are made, resulting in two samples:

x x x y y yn n1 2 1 2, ,..., , , ,..., ,

the correlation coefficient is determined by the following formula:

R
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where  x y,  – the mean value of the sample X and Y, respectively, which establishes the center of 
the sample population and is determined by formulas:
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,  (4.2)

σ σx y,  – the mean squared deviation for X and Y, respectively, is defined as the square root of 
the sample variance:

�x xD� ,  �y yD� ,  (4.3)

D Dx y,  – sample variance, which characterizes the variability of the values in the sample of X  
and Y, respectively, that is, the variation of observations, and is determined by the formulas:
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The expression n �� �1  from formulas (4.4) is called the number of degrees of freedom. This 
number is equal to the number of independent values involved in determining any parameter of a 
statistical population. When determining the variance, one degree of freedom is spent on deter-
mining the average value [90].

It should be noted that the value of the correlation coefficient is always within the limits 
� � �1 1R . At the same time, it characterizes only a linear relationship between random variables. 
That is, with a positive value of the coefficient, it can be assumed that when one value increases, 
the other also increases on average, and with a negative value, on the contrary, the growth of 
one value leads to a decrease in the other value on average. The closer the value R to +1 or −1,  
the closer the linear relationship between the x and y values, however, if the value R = 0 , this 
indicates its absence. In general, a satisfactory value of relationship density is considered to be 
R ≥ 0 5, , good at R = 0 8 0 85, ... , .

Verification of the correspondence of the sample value of the correlation coefficient R to the 
correlation value �� �  between general populations x and y, occurs with the use of t – distribution 
of Student [112]. For this, the calculated value test  is first found according to formula (4.5) and 
compared with the table (Table 4.2). 

t R
n

Rest �
�
�

2
1 2 .  (4.5)

If t test tab>  with the number of degrees of freedom f n� �2  and significance level � � 5 % ,  
then the correlation relationship exists and is confirmed for general populations.
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 Table 4.2 Student’s test value for significance α=0.05

f 1 2 3 4 5 6 7 8 9 10 60

ttab 12,71 4,303 3,182 2,775 4,571 2,447 2,305 2,228 2,086 2,042 2,00

The next step, in order to present in an understandable and concise form the empirical depen-
dencies between the parameters describing the behavior of the system, is the approximation of 
the experimental data. 

In general, approximation is the process of constructing an approximate (approximating) func-
tion based on the results of experimental studies that passes through all points of the initial data 
and is closest to a given continuous function. The process itself consists of two main stages [87]:

1) the selection of the general form of a typical functional dependence (approximants), 
which is carried out either for theoretical reasons or with the help of a graphical representa-
tion of the results of the experiment, analyzing the location of the points x yn n,� �  on the Car-
tesian coordinate plane. At the same time, the values of the factor are placed on the abscis-
sa axis, respectively, the values of the evaluation parameter are placed on the ordinate axis, 
and the actual results are indicated by dots. By directly connecting these points with a straight 
line, let’s obtain a graph of the results of the conducted experiment, and by drawing another 
straight line (curve) through the middle points of each of the obtained segments, there is an 
approximate representation of the graph of the desired approximant. After that, the obtained 
graph is compared with the graphs of typical functions and the general appearance of the ap-
proximating function is selected, which will most similarly describe the investigated dependence;

2) determination of the best numerical values of the parameters (coefficients) of the approximant.

4.2.2 Mathematical methods of function approximation

In general, the need to approximate a function by some analytical model arises when solving 
a fairly wide range of tasks, in particular tasks of statistical radio engineering and radio physics, 
control theory and data transmission systems [105, 112–114].

For example, approximation tasks are solved when modeling acoustic signals and designing 
telecommunication systems [103, 104], mobile communication systems [102], when optimizing 
the parameters of the reversible (lossless) digital data compression procedure [113], as well as 
when creating mathematical models of control systems [31] and simulation of processes under the 
influence of random factors [80].

All methods of function approximation can be divided into two groups: parametric and non-para-
metric. The first use a priori information about the type and / or parameters of the general dis-
tribution. Non-parametric ones, in turn, work with greater uncertainty regarding a priori informa-
tion, including even its complete absence, and therefore have a much wider scope of application.  
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However, non-parametric methods, in comparison with parametric ones, are more time-consuming 
from the point of view of performing mathematical calculations.

It should be noted that currently, one of the main approaches to solving nonparametric ap-
proximation problems is polynomial estimation based on the first theorem of K. Weierstrass, which 
is as follows: if the function f x� �  is continuous on a segment a b,�� �� , then there exists a se-
quence of polynomials Pn x� �� �,  which uniformly on the segment a b,�� ��  converges to f x� � , 
that is, for any ε>0 polynomial will be found Pn(x) with the number n depending on ε, such that 
P x f xn � � � � � � �,  at once for all x from the interval a b,�� �� .

This theorem was proved in 1912 by the famous Soviet scientist S. N. Bernshtein [4, 5].  
As approximating polynomials Pn(x), polynomials of the following form were used:

B f x B x f
k
n

b xn n
k

n

k n; ,,� � � � � � �

�
�

�

�
� � �

�
�

0
 (4.6)

where b x C x xk n n
k k n k

, ,� � � �� � �
1  C n k n kn

k � �� �!/ ! !.
Function b xk n, � �  are called the basis Bernstein polynomial of degree n, operators B f xn ;� �  

respectively, Bernstein polynomials of order n functions f x� � , and the coefficients f k n( / )  – 
Bernstein coefficients.

S.N. Bernstein, relying on elementary results from the theory of probabilities, proved that the 
sequence of polynomials B f xn ;� �� �  at n ��  converges to f x� �  uniformly on 0 1,�� �� , that is

lim .
n nf B f
��

� � � � 0

Thus, the following theorem holds.
Theorem 2.1. If the function f x� �  on a segment 0 1,�� ��  satisfies the Lipshitz condition [31] 

with a constant M , then with every n ≥ 2  and every x��� ��0 1, , a fair estimate

B f x f x M
x x

nn ; .� � � � � � �� �1
 (4.7)

4.2.3 Mathematical model of analysis of vulnerability validation process 
quantitative characteristics

Based on the results of an experimental study of the functioning of modern automated means 
of exploiting vulnerabilities obtained in 4.1 (Table 4.1), let’s build a mathematical model for the 
analysis of quantitative characteristics of the process of validating information system vulnera-
bilities by means of regression analysis. To do this, let’s first estimate the statistical relationship 
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between variables t  and q q qs f c, , , obtained during the study of the validation mechanism of the 
Armitage cyber-attack management graphic tool, using the correlation coefficient (4.1).

According to the data in Table 4.1, let’s calculate the auxiliary values: the average value of the 
sample (4.2), the sample variance (4.4) and the mean squared deviation (1.3). Let’s summarize 
the results in Table 4.3.

 Table 4.3 Estimated values of the correlation coefficient

Searched values
Armitage

t, qs t, qf t, qc

t 152,91 152,91 152,91

q 1,73 219,91 1,18

Dt
12716,09 12716,09 12716,09

Dq
1,42 79027,89 1,36

σt
112,77 112,77 112,77

σq
1,19 281,12 1,17

R 0,6 0,84 -0,07

In addition, let’s also check the correspondence of the sample value of the correlation coef-
ficient R to the correlation value �� �  between general aggregates of quantities t  and q q qs f c, ,  
using Student’s distribution. Let’s find the value test  by formula (4.5). The results are presented 
in Table 4.4.

 Table 4.4 Criterion of the correlation coefficient significance

Calculated value
Armitage

t, qs t, qf t, qc

test 2,254 4,693 0,216

Comparing the obtained values test  with theoretical ones (Table 4.1) with the number of 
degrees of freedom f n� � �2 9  and significance level � � 5%  there are the following results:

– for a pair t qs,  – t test tab>  since 2 254 2 096, ,> , this indicates that there is a direct re-
lationship between the time of validation of detected vulnerabilities and the number of successfully 
validated vulnerabilities;
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– for a pair t qf,  – t test tab>  since 4 693 2 096, ,> , this indicates that there is a significant 
direct relationship between the time of validation of detected vulnerabilities and the number of 
unvalidated vulnerabilities;

– for a pair t qc,  – t test tab<  since 0 216 2 096, ,< , this indicates that there is a very weak 
relationship between the time of validation of detected vulnerabilities and the number of cases of 
validation of vulnerabilities that lead to critical errors on the target host, however, based on previ-
ous results, it can be argued that this situation is solved by increasing the number of observations.

Next, in order to present the empirical dependences between the parameters in a clear 
and concise form, let’s approximate the experimental data. To do this, first, let’s find out the 
class of functions to which the desired approximant belongs by constructing a graph of the ex-
periment results and an approximate graph of the desired approximant for each of the pairs of  
variables (Fig. 4.6).

Fig. 4.6 shows that the functions have a polynomial representation and, at the same time, a 
value R2  (reliability of the approximation) testify to the accuracy of the description of the initial 
dependence of the experimental data by the approximating function.

That is why, in order to obtain the most reliable coefficients of the approximant, let’s use 
Bernstein’s theorem. 

From the data in Table 4.1, it can be seen that the time of the rational cycle of vulnerability 
validation, in the case of using the Armitage tool, is 345 seconds. Therefore, first it is possible to 
carry out normalization of the time segment [ ; ]0 345 , as follows:

t
t
Tn

i= ,  (4.8)

where tn  – is the normalized time; T  – target host vulnerability validation time in seconds (rational 
cycle time); ti  – the time for which the relevant characteristics ( q q qs f c, , ) assumed their values 
within the rational cycle.

The results of normalization of the time segment are presented in Table 4.5.

 Table 4.5 Normalization of the rational cycle time

real time – t 0 58 65 71 82 83 86 115 154 293 330 345 0

normalized 
time – tn

0 0,168 0,188 0,206 0,238 0,241 0,249 0,333 0,446 0,849 0,957 1 0

Then the values of the variables qs(tn), qf(tn), qc(tn), as functions of normalization time,  
presented in Table 4.6.

After that, using data from Table 4.6 and representation (4.6), initial analytical dependencies 
for the number of successfully validated vulnerabilities were obtained qs=qs(tn).
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 Fig. 4.6 Approximate graphs of the sought approximants for each of  
the pairs of variables: a – t, qs; b – t, qf; c – t, qc



4 Research and simulation of the mechanism of vulnerabilities validation in active  
analysis of information network security

113

 Table 4.6 Value of number of successfully validated qs(tn), unvalidated vulnerabilities qf(tn) and cases of 
validations that led to critical errors qc(tn)

tn – nor-
malized 
time

0 0,168 0,188 0,206 0,238 0,241 0,249 0,333 0,446 0,849 0,957 1 0

qs(tn) 0 1 2 0 2 1 3 1 0 3 3 3 0

qf(tn) 0 81 80 39 92 45 93 61 83 762 777 306 0

qc(tn) 0 1 3 0 2 0 2 1 1 0 0 3 0

 Table 4.7 The value of polynomials bk,11(tn)

k bk,11(tn)

0 (1-t)11

1 11t(1-t)10

2 55t2(1-t)9

3 165t3(1-t)8

4 330t4(1-t)7

5 462t5(1-t)6

6 462t6(1-t)5

7 330t7(1-t)4

8 165t8(1-t)3

9 55t9(1-t)2

10 11t10(1-t)

11 t11

After substituting the corresponding values from Tables 4.6 and 4.7, simplifying the expres-
sion, there is

q t b t b t b t b t b ts n n n n n n( ) ( ) ( ) ( ) ( ) (. . . . .� � � � �1 11 2 11 4 11 5 11 6 112 2 3 )) ( )

( ) ( ) ( ).
.

. . .

� �

� � �

b t

b t b t b t
n

n n n

7 11

9 11 10 11 11 113 3 3  (4.9)

After comparing the values of the calculation results and the data from Table 4.6, it follows 
(Table 4.8) that the deviations between the empirical and calculated data are permissible, and 
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when the number of values increases, these deviations become smaller and smaller. At the same 
time, it should be noted that for further research related to false vulnerability validation attempts 
and validation cases that led to critical errors, this difference is not significant.

 Table 4.8 Comparative values for qs(tn)

tn – normalized time
Empirical values 
qe

s(tn)
Calculated values 
qp

s(tn)
Deviation 
θ=|qe

s(tn)–qp
s(tn)|

0 0 0 0

0,168 1 1,065446 0,065446

0,188 2 1,100162 0,899838

0,206 0 1,126111 1,126111

0,238 2 1,167208 0,832792

0,241 1 1,171013 0,171013

0,249 3 1,181262 1,818738

0,333 1 1,309026 0,309026

0,446 0 1,494756 1,494756

0,849 3 2,425641 0,574359

0,957 3 2,970647 0,029353

1 3 3 0

The dependence graph (4.9) is presented in Fig. 4.7, which shows that the function qs=qs(tn) 
of successful validation of vulnerabilities satisfies the Lipshitz condition [31], i.e., for arbitrary 
t tn n

( ) ( ), [ ; ]1 2 0 1∈  exist K>0, that the inequality is fulfilled

q t q t K t ts n s n n n( ) ( ) .( ) ( ) ( ) ( )1 2 1 2� � �  (4.10)

It follows from the condition (1.10) that there is a rectangular region beyond which the graph 
of the function qs=qs(tn) does not step out. 

This makes it possible to further build the laws of probability distribution of the number of 
successfully validated vulnerabilities. In addition, when condition (4.10) is fulfilled, estimate (4.7) 
is valid, i.e.

B q t q t K
t t

nn s n s n
n n( , ) ( )
( )

.� �
�1

 (4.11)
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It follows from the inequality (4.7) that there exists such a positive number K, at which

� � � �
�

q t q t K
t t

ns
e

n s
p

n
n n( ) ( )
( )

.
1

 (4.12)

Dependence (4.12) makes it possible to set the appropriate precision for determining the 
power n of the Bernstein polynomial.

Thus, using data from Table 4.8 and dependence (4.12), the maximum value was obtained K 
for qs=qs(tn):

max(ki)=13,949121, where i ∈ [1;11).

 Fig. 4.7 The target system on the time of the rational cycle
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Similarly, using representation (4.6), data from Tables 4.6 and 4.7, let’s obtain initial ana-
lytical dependencies for the number of unvalidated vulnerabilities qf=qf(tn) (dependency (4.13), 
Fig. 4.8) and the number of cases of vulnerability validation that led to critical errors qc=qc(tn) 
(dependency (4.14), Fig. 4.9). 

Tables 4.9 and 4.10 present the corresponding comparative values of the calculation results 
and data from Table 4.6.

q t b t b t b t b t bf n n n n n( ) ( ) ( ) ( ) ( ). . . .� � � � �81 80 39 92 451 11 2 11 3 11 4 11 55 11 6 11

7 11 8 11 9 11

93

61 83 762
. .

. . .

( ) ( )

( ) ( ) (

t b t

b t b t b t
n n

n n n

� �

� � � )) ( ) ( ).. .� �777 30610 11 11 11b t b tn n  (4.13)

q t b t b t b t b t b tc n n n n n n( ) ( ) ( ) ( ) ( ) (. . . . .� � � � �1 11 2 11 4 11 6 11 7 113 2 2 )) ( ) ( ).. .� �b t b tn n8 11 11 113  (4.14)
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Also, it should be noted that Fig. 4.8 and 4.9 shows that the functions qf=qf(tn) and qc=qc(tn)  
also satisfy the Lipshitz condition. 

 Table 4.9 Comparative values for qf(tn) 

tn – normalized time
Empirical values 
qe

f(tn)
Calculated values 
qp

f(tn)
Deviation 
θ=|qe

f(tn)–qp
f(tn)|

0 0 0 0

0,168 81 62,547827 18,45217

0,188 80 63,809242 16,19076

0,206 39 64,596778 25,596778

0,238 92 65,508850 26,49115

0,241 45 65,575300 20,5753

0,249 93 65,743882 27,256118

0,333 61 67,844585 6,844585

0,446 83 78,745219 4,254781

0,849 762 538,115125 223,884875

0,957 777 478,499059 298,500941

1 306 306 0

 Fig. 4.8 Dependence of the number of unvalidated vulnerabilities of the target system on  
the time of the rational cycle
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 Table 4.10 Comparative values for qc(tn) 

tn – normalized time
Empirical values 
qe

f(tn)
Calculated values 
qp

f(tn)
Deviation 
θ=|qe

f(tn)–qp
f(tn)|

0 0 0 0

0,168 1 1,337389 0,337389

0,188 3 1,360285 1,639715

0,206 0 1,364959 1,364959

0,238 2 1,346917 0,653083

0,241 0 1,343984 1,343984

0,249 2 1,335418 0,664582

0,333 1 1,221982 0,221982

0,446 1 1,125939 0,125939

0,849 0 0,731249 0,731249

0,957 0 1,860081 1,860081

1 3 3 0

 Fig. 4.9 Dependence of the number of validations of vulnerabilities that led to critical  
errors in the target system on the time of the rational cycle
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In addition, using data from Tables 4.9 and 4.10 and dependence (4.12), let’s obtain the 
maximum K values for qf=qf(tn):
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max(Ki)=4880,359905, where i ∈ [1;11),

and qc=qc(tn)

max(Ki)=30,411511, where i ∈ [1;11).

Thus, as a result, analytical dependencies were obtained for the studied characteristics of the 
process of validation of vulnerabilities of information systems [19]:

q t q t b t q t q t b ts n s n
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, 
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 (4.15)

4.3 Methodology for analyzing the quality of work of the mechanism for 
corporate network detected vulnerabilities validating

Based on the practical analysis of the vulnerability validation process carried out in the previous 
section and the analytical dependencies of the basic characteristics of the vulnerability validation 
process (4.15) obtained with the help of Bernstein polynomials, it became possible to highlight and 
characterize additional key indicators that will allow more precisely determining the quality of the 
vulnerability validation mechanism, and also assert with high credibility about the positive progress 
or consequences of validating the vulnerabilities of the target corporate network. 

As a result, the following quality indicators of the corporate network vulnerability validation 
mechanism were selected [95, 112–116]:

1) A – accuracy – the share of correctly made decisions regarding the implementation of 
specific exploits relative to all made decisions. This parameter characterizes the ability of the 
validation mechanism of detected vulnerabilities to successfully check and confirm the possibility of 
their implementation due to correctly made decisions regarding the use of selected exploits with 
the appropriate payload for these vulnerabilities;

2) E – error – the share of decisions made regarding the implementation of specific exploits 
that did not confirm the possibility of implementing the corresponding vulnerabilities in relation to 
all decisions made. The error parameter characterizes the ability of the mechanism of validation 
of detected vulnerabilities to make decisions regarding the use of selected exploits that do not 
work for certain reasons. Such reasons include, for example, the non-compliance of the target 
system with the conditions for implementing the selected exploit, changing the ports on which 
vulnerable services work by default, the reaction of the protection system – blocking the possibility 
of implementing the exploit;

3) Ce – critical error – the share of decision-making cases regarding the implementation 
of specific exploits, which led to critical errors in the target system and subsequent loss of 
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communication with it in relation to all decisions made. A critical error characterizes the ability 
of the mechanism of validation of detected vulnerabilities to make decisions regarding the use 
of selected exploits, which in the process of their implementation lead to a critical error in the 
functioning of the target system and its subsequent failure.

According to (4.15), these indicators are determined as follows:

A
q d

q q q d

s

s f c

�
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�
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q d

q q q d

c

s f c

�
� �

�

�

( )

( ( ) ( ) ( ))
.

� �

� � � �

0

1

0

1  (4.18)

In addition, in order to evaluate the quality of the mechanism for validating detected vulnera-
bilities, taking into account all the above quality indicators, let’s reduce expressions (4.16)–(4.18) 
into a single integral indicator:

J
A
E

Ceqv � � ,  (4.19)

where Jqv – integral index of the vulnerability validation mechanism quality.
At the same time, if Jqv>1, then the vulnerability validation mechanism has high quality.
Thus, it is possible to highlight the following steps of the methodology of quality analysis of the 

mechanism of validation of corporate network vulnerabilities [98]:
Step 1. Collection of statistical data regarding the process of validation of detected vulnerabil-

ities of the corporate network of the evaluated validation mechanism.
Step 2. Normalization of the time segment of the vulnerability validation of the hosts of the 

target corporate network according to the expression (4.8).
Step 3. Construction of Bernstein polynomials to obtain initial analytical dependencies for basic 

characteristics (qs, qf, qc) of the vulnerability validation quality.
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Step 4. Calculation of more accurate performance indicators of the vulnerability validation 
mechanism: A – accuracy (4.16), E – error (4.17) and Ce – critical error (4.18).

Step 5. Evaluation of the performance of the mechanism for validating vulnerabilities of corpo-
rate networks based on the calculation of a single integral indicator (4.19).

Also, it should be noted that the dependencies (4.16)–(4.18) are generally functions of time
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the graphs of which were constructed and displayed in Fig. 4.10 on the basis of an experimen-
tal study of the mechanism of validation of information system vulnerabilities of the db_autopwn  
plugin (Table 4.1).

In addition, taking the derivatives of the distribution functions of the quantitative indicators of 
the quality of the mechanism of validation of detected vulnerabilities (4.20), (4.21) and (4.22), 
let’s obtain the distribution densities, which are determined as follows:

� t
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,  (4.23)
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 Fig. 4.10 Dependence of quantitative performance indicators of the vulnerability  
validation mechanism on the time of the rational cycle: a – accuracy A(tn); b – error E(tn);  
c – critical error Ce(tn) 
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4.4 A method of constructing a fuzzy knowledge base for decision-making when 
validating software and hardware platform vulnerabilities

Having analyzed the dependencies of the quality indicators of the corporate network vulnera-
bility validation mechanism obtained in the previous subsection (Fig. 4.10), it can be seen that the 
maximum value of accuracy A takes the value 0,02 (a). At the same time, a minimal error E is within 
the limits from 0.97 to 0.98 (b), and the maximum critical error Ce is within the limits from 6·10-3 
to 8·10-3 (c). This makes it possible to construct property functions for fuzzy sets, the elements 
of which are accuracy, error, and critical error.

Therefore, a decision was made to intellectualize the process of validating vulnerabilities of 
software and hardware platforms based on fuzzy technology [112], by creating a knowledge base 
for automatic decision-making when validating vulnerabilities during an active analysis of the secu-
rity of corporate networks. This will make it possible to quickly, in real time, and with minimal risk, 
make appropriate decisions regarding attempts to implement specific exploits of vulnerabilities for 
their validation.
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It should be noted that in order to build a knowledge base and further form decisive deci-
sion-making rules, first of all, it is necessary to select input and output parameters [80, 111].

Quantitative characteristics of the vulnerability validation process are used as input parame-
ters, which include the number of successfully validated vulnerabilities qs(t), number of unvalidated 
vulnerabilities qf(t) and the number of instances of vulnerability validation that resulted in a critical 
error qc(t). 

The output parameters are the distribution functions of quantitative indicators of the quality of 
the mechanism of validation of detected vulnerabilities (4.20)–(4.22).

As it was already established, from the conducted study of the vulnerability validation process, 
the initial parameters for building the knowledge base depend on the normalization time, which is a 
random variable that can take ambiguous values [112]. Based on this, with the use of statistical 
values obtained during the study of the mechanism of validation of information system vulnera-
bilities of the db_autopwn plugin (Table 4.11), the normalization time membership function was 
obtained (Fig. 4.11).

 Table 4.11 The value of the number of successfully validated qs(tn), unvalidated vulnerabilities qа(tn) and 
cases of validations that led to critical errors qс(tn)

Normalized 
time – tn

0 0,022 0,03 0,126 0,129 0,145 0,148 0,188 0,191 0,756 0,788 1 0

qs(tn) 0 0 1 3 1 0 3 1 3 3 0 3 0

qf(tn) 0 32 40 58 58 64 53 82 60 1442 1255 1908 0

qc(tn) 0 0 0 2 0 1 2 1 2 0 0 0 0

Note. Compiled based on statistical data of an experimental study of the functioning of the Metasploit-autop-
wn automated tool for exploiting vulnerabilities (Table 4.1)

 Fig. 4.11 Vulnerability validation analysis normalization time appropriateness function
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Fig. 4.11 shows that the value of the membership function of the normalization time coincides 
with the error values E, which is determined by dependence (4.21). Thus, as the normalization time 
increases, the probability of an error in the implementation of specific exploits increases.

Each of the parameters determined by dependencies (4.20)–(4.22) has its own ranges of 
values independently of each other. 

Therefore, there is a vague scale of the three values of these parameters, on the basis of 
which it is already possible to build a knowledge base for decision-making when validating corporate 
network vulnerabilities. 

At the same time, a universal scale of linguistic variables (terms) was used for a vague scale 
of the quality of the vulnerability validation mechanism [80]:

T={Min, Low, Med, High, Max}. (4.26)

Thus, based on the results of two independent analyzes of the validation process of identi-
fied vulnerabilities, vague evaluations of the quality of the vulnerability validation mechanism were 
formed and described in Tables 4.12 and 4.13.

 Table 4.12 A knowledge base formed on the first experiment results using Armitage

A E Ce Qmv Description

1 0 0 Max A reliable vulnerability validation 
mechanism that does not disrupt the 
operation of target systems and does 
not allow wrong decisions regarding 
the use of exploits

[0,8;1) (0:0,1) (0:0,01] High The ability of the validation mechanism 
to successfully check and confirm the 
possibility of implementing vulnerabil-
ities due to correctly made decisions 
regarding the use of selected exploits 
is high, with a fairly low number of 
wrong decisions

[0,5;0,8] [0,1;0,35] (0,01;0,2) Med The validation mechanism is quite 
stable

[0,1;0,5) (0,35;0,7] [0,2;0,5) Low For the most part, the vulnerability 
validation mechanism is inactive 
(inefficient) because it allows an un-
acceptable number of wrong decisions 
regarding the use of exploits

[0;0,1) (0,7;1] [0,5;1] Min The validation mechanism is unusable 
because it causes too many failures in 
the target systems
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 Table 4.13 A knowledge base formed on the second experiment results using Metasploit-autopwn

A E Ce Qmv Description

(0,8;1] [0;0,1) [0;0,1) Max A reliable vulnerability validation mech-
anism that practically does not lead to 
disruption of target systems, and also 
allows a minimum number of wrong 
decisions regarding the use of exploit

(0,7;0,8] [0,1;0,2) [0,1;0,15) High The ability of the validation mechanism 
to successfully check and confirm the 
possibility of implementing vulnerabil-
ities due to correctly made decisions 
regarding the use of selected exploits 
is quite high, with a low number of 
false decisions

[0,5;0,7] [0,2;0,3] [0,15;0,2] Med The validation mechanism is quite 
stable, however, it allows correct 
validation of vulnerabilities in no more 
than 70 % of cases

[0,1;0,5) (0,3;0,7] (0,2;0,4] Low For the most part, the vulnerability 
validation mechanism is ineffective 
(inefficient) because it allows an un-
acceptable number of wrong decisions 
regarding the use of exploits

[0;0,1) (0,7;1] (0,4;1] Min The validation mechanism is not 
recommended for use because it leads 
to a large number of failures in the 
functioning of the target systems

It can be seen from both tables that when conducting two independent experiments with 
obtaining a large volume of statistical data, unclear estimates were formed Qmv of the perfor-
mance quality of the vulnerability validation mechanism, which is based on the introduction of set  
terms (2.10), does not differ significantly. 

Based on this, and also taking into account the expression (4.27), according to which it 
was established that the knowledge base should contain 125 rules of logical inference of the  
form (4.28) [85, 92, 93], a generalized knowledge base was built, a fragment of which is present-
ed in the form of Table 4.14. 

Nmax=I1·I2·...·In (4.27)

where Nmax – the number of terms for the evaluation of the ith output variable i n�� �1, ;   
n – the number of output variables.

R i IF A T E T Ce T THEN Q T i ki i i mvi
� � � � �� � �� � �: & & , , .1  (4.28)
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 Table 4.14 Knowledge base fragment

№ A E Ce Qmv № A E Ce Qmv

1. Max Max Max Max 7. Max High High High

2. Max Max High Max 8. Max High Med High

3. Max Max Med Max 9. Max High Low Med

4. Max Max Low High 10. Max High Min Med

5. Max Max Min Med … … … … …

6. Max High Max Max 125. Min Min Min Min

The built knowledge base made it possible to form decisive decision-making rules (Table 4.15) 
regarding the implementation of one or another attacking action, taking into account the quality 
rank of the vulnerability exploit.

 Table 4.15 Decisive decision-making rules regarding the implementation of vulnerability exploits

Rank/ Qmv Max High Med Low Min

Excellent a1 a1 a1 a1 a1

Great a1 a1 a1 a1 a1

Good a1 a1 a1 a1 a1

Normal a1 a1 a1 a2 a2

Average a1 a1 a2 a2 a2

Low a1 a2 a2 a2 a2

Manual a2 a2 a2 a2 a2

where Rank – exploit quality rank; a1 – implement the selected vulnerability exploit; a2 – skip the selected 
vulnerability exploit.

In turn, the formed decisive rules allow developing expert systems [6] for automating the 
decision-making process when validating identified vulnerabilities of target information systems 
and networks.

4.5 A method of automatic active analysis of the corporate networks security 
based on vulnerabilities intelligent validation

The proposed method of automatic active analysis of the security of corporate networks de-
fines the main stages of using the developed: mathematical model for the analysis of quantitative 
characteristics of the vulnerability validation process, methods for analyzing the quality of work of 



models of socio-cyber-physical systems security

126

the mechanism for validating detected vulnerabilities of the corporate network, and a method for 
building a fuzzy knowledge base for decision-making in the validation of software and hardware plat-
form vulnerabilities. At the same time, the method can be divided into 4 main stages (Fig. 4.12): 
(I) preparatory stage, (II) initialization stage, (III) stage of adaptive validation of probable vulnera-
bilities, (IV) stage of processing and display of results (determination of the actual security level).

 Fig. 4.12 Scheme of the method of automatic active analysis of the corporate 
network’s security based on vulnerabilities intelligent validation

It should be noted that the proposed method includes two modes of operation, the first is 
training, during which all the above-mentioned scientific results are implemented for the construc-
tion and adaptation of the knowledge base, as well as decisive rules, that is, the training of the 
automatic system of active analysis of the security of corporate networks is carried out, and the 
second mode – directly the active analysis of the security of the corporate network.
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In addition, on the basis of the analysis of approaches to conducting an active analysis of the 
security of corporate networks and methods and means of its automation, respectively, a number 
of models were formed that will allow the use of information about the target corporate network 
as input data, in particular information about all its components, found vulnerabilities and exploits 
available for their implementation. 

The structure of these models is described using a theoretical-multiple approach.
Next, the sequence of steps of the method is considered in more detail:
Step 1. Gathering information about the target corporate network and forming a model CN 

according to (4.14). Any modern security scanner can be used as a source of all the necessary 
information, in particular information about the configuration of individual hosts of the target cor-
porate network.

CN H T IH H= , , ,  (4.29)

where H h hj� � �1,...,  – finite set (f.s.) of hosts (nodes) of the corporate network; TH  – the type 
of the jth host; IH  – key information about the target jth host. 

The host type is represented as [114]: 

T CS NH MH � � �, , ,   (4.30)

where CS  – computer system; NH  – network equipment; M  – mobile platform.
Information about the target host:

I Pl V S V PH Pl S� � �, , , , ,  (4.31)

where Pl pl pl j� � �1,...,  – f.s. of platforms (Windows, Linux, Android and other); V v vPl pl pl j
� � �1

,...,  – 
f.s. of probable platform versions; S s sj� � �1,...,  – f.s. of services; V v vS s sj

� � �1
,...,  – f.s. of 

probable names and versions of the relevant services; P p pj� � �1,...,  – f.s. of ports on which 
services are running and running. 

It should be noted that this description is built according to the Common Platform Enumeration 
(CPE) standard, which allows later, when making an assumption about the presence of vulnerabil-
ities in the target system, to link the host configuration with data from the vulnerability database 
and to select appropriate exploits. 

As an example: Linux x ftp oFTPD, . . , , Pr . . . .    2 6 1 3 1 2121
Step 2. Obtaining information about possible vulnerabilities of the hosts of the target corpo-

rate network and forming a Vl  model according to (4.32). The main source of information about 
vulnerabilities is open databases of vulnerabilities.

Vl ID R CVl Vl Vl= , , ,  (4.32)
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where ID id idVl vl vln
� � �

1
,...,  – f.s. of identifiers of vulnerabilities presented in the CVE List; 

R r rVl vl vln
� � �

1
,...,  – f.s. of criticality assessments of vulnerabilities according to CVSS; 

C c cVl vl vln
� � �

1
,...,  – f.s. of known vulnerable configurations (identifiers issued using Common Plat-

form Enumeration).
Step 3. Obtaining information about available exploits and forming a model E  according  

to (4.33). Accordingly, the source of the necessary information is open and closed databases of 
exploits, ready-made exploit kits or integrated databases directly of the exploitation tools themselves.

E N D R RfE E E E= , , , ,  (4.33)

where N n nE E Eg
� � �1

,...,  – f.s. of short names of available exploits (in fact, identifiers are 
represented by one or another means of exploitation); D d dE E Eg

� � �1
,...,  – f.s. of short de-

scriptions of exploits (in which the name and version of the vulnerable service are indicated); 
R excellent manualE � � �,...,  – f.s. of exploit quality ranks, Rf rf rfE E Eg

� � �1
,...,  – f.s. of links to 

identifiers of vulnerabilities that are implemented using an exploit.
Step 4. Selection of exploits of vulnerabilities for the jth host of the target network according 

to the cyber attack model A  (using vulnerabilities), which is formed based on compliance with the 
main characteristics and vulnerabilities of the target system:

A a ak� � �1,..., ,  (4.34)

where a F Vl C I S I V E Rf Vl ID E D I S I Vk Vl H H S E Vl E H H S� � � � �� � � �. , . , . & . , . . , . , .�� � .
Step 5 (in learning mode). The implementation of selected exploits and the collection of statis-

tical data on the basic characteristics of the target host vulnerability validation process are carried 
out one by one. Based on the collected data, the quality of the vulnerability validation mechanism is 
evaluated according to the following sub-steps:

5.1. Standardization of the time segment for validation of host vulnerabilities of the target 
corporate network according to (4.8): 

tn=ti /T;

5.2. Obtaining analytical dependencies for basic characteristics q q qs f c, ,� �  of vulnerability 
validation process (4.30): 
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5.3. Calculation of quality indicators of the vulnerability validation mechanism (4.20)–(4.22): 
A – accuracy, E – error and Ce – critical error:
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5.4. Evaluation of the quality of the validation mechanism according to the single integral quality 
indicator (4.23): 

J
A
E

Ceqv � � .

5.5. Obtaining analytical dependencies for the quality indicators of the vulnerability validation 
mechanism A(tn), E(tn), Ce(tn) (4.28)–(4.30):
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5.6. Construction of the normalization time membership function.
5.7. Formation of the knowledge base and decisive decision-making rules regarding the imple-

mentation of the attacking action in the form of (4.28) logical conclusion

R i IF A T E T Ce T THEN Q T i ki i i mvi
� � � � �� � �� � �: & & , , ,1

having previously determined the required number of rules according to (4.27): N I I Inmax ... .� � � �1 2
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Step 5 (in active analysis mode). Implementation of selected exploits in accordance with de-
cisive decision-making rules and collection of statistical data regarding the vulnerability validation 
process, based on which, in accordance with Steps 5.1–5.4, the quality assessment of the vulner-
ability validation mechanism is carried out.

Step 6 (in active analysis mode). Ranking of validated vulnerabilities of the target corporate 
network and generating a report of the conducted active security analysis. After analyzing all the 
hosts of the target corporate network, a general list of validated, i.e., confirmed vulnerabilities 
is formed, at the same time, they are ranked according to the level of their criticality, which is 
determined by the CVSS base assessment and the level of prevalence of this vulnerability Lvi

 in 
the corporate network according to the expression (4.35), otherwise, there is a return to Step 5  
(in active analysis mode). As a result, a report of the conducted active security analysis is gen-
erated, containing a ranked list of confirmed vulnerabilities of the target corporate network in 
descending order, from vulnerabilities with the highest levels of criticality and prevalence to vul-
nerabilities with the lowest levels, as well as the quality level of the mechanism for validating the 
identified vulnerabilities. 

L
h
hv

v

T
i
� �100,  (4.35)

where hv  – number of vulnerable hosts to the validated vulnerability v; hT  – the total number of 
analyzed hosts of the target corporate network, hT > 0 .

Based on the report, the expert decides on the necessity of retraining the automated system of 
active security analysis, as well as on the priority elimination of one or another validated vulnerability. 
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Abstract

The chapter is deal with the development of cryptographic primitives based on cellular autom-
ata. The definition of cellular automata is given and the elementary rules of intercellular interaction 
are described.

A number of generators of pseudorandom binary sequences have been developed based on a 
combination of elementary rules of intercellular interaction, as well as cell interaction according to 
a rule of our own development.

In the “cryptographic sponge” architecture, a cryptographic hashing function with a shuffling 
function based on cellular automata was developed and its statistical characteristics and avalanche 
effect were investigated.

A block cipher in the SP-network architecture is constructed, in which cellular automata are 
used to deploy the key, and the encryption process is based on elementary procedures of replace-
ment and permutation. Substitution blocks are used from the well-known AES cipher.

The last section is deal with the description of a stream cipher, where the keyboard and mouse 
of a personal computer are used as the initial entropy. Random data received from the specified 
devices is processed by a proprietary hashing function based on a “cryptographic sponge”.

All developed cryptographic functions and primitives demonstrate good statistical characteris-
tics and avalanche properties.

KEYWORDS

Cellular automata, pseudorandom binary sequences, cryptographic hashing function, block  
cipher, stream cipher.

5.1 The concept of cellular automata and their application

Cryptographic protection plays a leading role in this case. In this regard, any research 
and development of scientists related to the improvement of cryptographic protection is  
considered relevant.

On the other hand, for the construction of cryptographic primitives of various kinds, cellu-
lar automata (CA) are widely used [117–120]. For the first time, this possibility was noted by  
S. Wolfram [121]. Since then, a number of cryptographic transformations have been developed on 
the basis of CA: symmetric ciphers, hashing functions, etc. [117, 118, 122]. 

Cryptosystems based on cellular automata5



models of socio-cyber-physical systems security

132

Nevertheless, the topic of designing cryptosystems based on CA continues to develop rapidly, 
since the simplicity of the architecture and the possibility of multi-threaded implementation allow 
improving the statistical and cryptographic characteristics of such cryptosystems.

This chapter is devoted to the development of two symmetric ciphers based on CA: block 
and stream ciphers, which can be used to protect both individual messages, files, and commu- 
nication channels. 

A cellular automata is a discrete mathematical model that defines a population and is described 
by a set of cells that form a periodic grid and specified transition rules that determine the state of 
the cell based on the current state of the cell itself and those of its neighbors located at a certain 
distance from it, which does not exceed maximum [121].

The main direction of cellular automata research is algorithmic solvability of individual problems. 
The issues of constructing the initial states in which the cellular automata will solve the given 
problem are considered too.

Classical CA generally meet the following criteria:
– changing the values of all cells occur simultaneously after calculating the new state of each 

grid cell. Otherwise, the order of selecting grid cells during the iterative process would significantly 
affect the result;

– the grid is uniform. It is impossible to distinguish any two locations on the grid across the 
landscape. However, in practice, the grid turns out to be a finite set of cells (because it is impos-
sible to allocate an unlimited amount of data). As a result, edge effects may occur: cells standing 
on the borders of the lattice will differ in the number of neighbors. To avoid this, it is possible to 
introduce periodic boundary conditions (for example, close the grid, then, for example, the first and 
last, upper and lower elements will be neighbors);

– interactions are local. Only surrounding cells (as a rule, neighboring cells) can affect this cell;
– the set of cell states is finite. This condition is necessary so that a finite number of opera-

tions must be performed to obtain a new cell state value.
All cellular automata have some properties common to all.
States of elements. At each moment of time, each element of the CA takes one state from a 

finite set of states. Depending on these states, at the next moment in time, the set of elements 
can take a new state. In practice, cells with an algebraic structure equivalent to sets of possible 
states are used – linear CAs.

Geometry. Elements can be geometrically arranged in various ways. The dimensionality of the 
space can be arbitrary, and the number of elements – both infinite and finite. In dynamic CA, the 
geometry can change over time, and if the geometry is different in different parts of space, such 
cellular ones are called heterogeneous.

Neighborhood. Neighbors are elements on which the CA element depends. The concept of 
neighborhood can be called key for CA. The state of the element at the next moment in time is cal-
culated from the state of the element itself and its neighbors. The neighborhood is determined to a 
greater extent by the geometry of the CA (when designing the CA, the desired number of neighbors 
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is chosen, which depends on the state of the element and their placement in relation to the ele-
ment). For different purposes, it is possible to change the number of input states of the element.

Local rule. According to the local rule, the state of the CA element changes over time.  
CA, in which the local rules are different for different elements, is called heterogeneous. A local rule 
can be non-deterministic, that is, change over time or have a random nature.

An elementary CA is the simplest possible variant of a CA, it works in a one-dimensional  
space (line), its cells can have only two states (0 or 1), and the rule for determining the next  
state of a cell is determined only by its current state and the state of its two nearest neighbors.

S. Wolfram [121] proposed the scheme for representing the rules of elementary CA in the 
form of binary numbers from 0 to 255. Each possible configuration of the current cell and its neigh-
bors is written in the following order: 111, 110, 101, 100, 011, 010, 001, 000. Then, under each 
configuration, the next state of the cell is written, as a result, the 8 received bits of the new state 
form a decimal number from 0 up to 255 in binary representation. This number will be the CA rule.

For a visual demonstration of the behavior of such CA, it is customary to record its generations 
from top to bottom. Basically, the behavior is investigated with a single “living” cell in the center 
(its state is 1, and the state of all the rest is 0), or the initial generation is set randomly [121]. 
Fig. 5.1 shows an example of the graphic output of an elementary CA according to the rule of 90. 
If to read the state of the automata from right to left, let’s get 01011010, which is the number 
90 in the decimal number system.

 Fig. 5.1 Sierpinski napkin for rule 90

The lower part of the figure demonstrates the so-called “Sierpinski napkin”, which is formed, as 
a rule, from sixteen generations of CA, the initial state of which consists of a central “one”, while 
the rest of the cells are logical “zeros”. Next, the process of interaction is started according to a 
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certain rule (here – rule 90), and the result is displayed in the figure with dark and light cells. After 
16 stages of interaction, there is the picture presented in the figure. Of course, cellular automata 
are not only one-dimensional. Two- and three-dimensional CAs are used for simulation modeling of 
complex mathematical, physical, biological, social and other structures (for example [122–126]).

Let’s consider some applications of the cellular-automatic method of simulation modeling.
Examples of simulation modeling by cell-automata methods
For an example of the possibilities of simulation modeling by the method of asynchronous cellu-

lar automata, consider the model of some system of interacting objects, which is an improvement 
of the classic “predator-prey” system [122]. The essence of the modification is to increase the 
interaction functionality. The “victim” can be water in the soil, and the “predators” will be some 
entities for the “existence” of which water consumption is vital. Let’s consider the increase in 
the water level to be an arbitrary random process. Let’s also consider the possibility of gradient 
movement of water in the soil. Water consumers, in turn, must have two main functions: the 
ability to move in a chaotic manner and the ability to burrow into the soil. Let the soil also have the 
property of self-leveling, that is, the deeper the water user goes into the soil, the more intensively 
it is pushed to the surface.

Let’s analyze the described model. With the complete absence of consumers and an arbitrary 
level of groundwater, the latter will rise to the surface over time. With the appearance of consum-
ers in case of water saturation, the process of intensive consumption and, accordingly, intensive 
growth of the number of consumers will begin. The number of dead consumers will also increase 
intensively, since the process of “competition” will be involved, when all the individuals that were 
pushed to the surface will not “survive” because there is not enough nutrient medium. If at the 
initial stage of modeling only the movement of water consumers is predicted, then the dynamics of 
the system will be wave-like (self-oscillating). The process of competition leads to the fact that the 
system acquires a stationary character as a cellular structure, as shown in Fig. 5.2. The interac-
tion functions are given by system (5.1).
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where i = 12,  – indexes of interacting cells; s � �1 at i = 1, s � �1 at i = 2 . System (1) des- 
cribes the 4-layer structure of the two-dimensional field of cellular automata. Layer ci

1  corre-
sponds to the concentration of water consumers; ci

2  – ground level, ci
3  – groundwater level, 

ci
4  – surface water level, kij  – activity coefficients that acquire the following values (for the 

case shown in Fig. 5.2): k11 0 1� � .  – intensity of the arbitrary decrease in the concentration of 
consumers, k12  – intensity of gradient displacement of consumers; k13 0 0001= .  – intensity of 
the increase in consumers due to the absorption of surface water ( cs

1 100=  – maximum con-
centration (saturation), Athr

1 10=  – threshold value for the concentration of consumers, when 
intensive growth in the process of water absorption begins, k21 0 005= .  – intensity of soil level 
rise ( cs

2 100=  – maximum concentration (saturation)), k22 0 3= .  – intensity of the gradient 
displacement of the soil, k23  – intensity of soil digging by consumers, k24 0 01� � .  – the intensity 
of soil erosion with the flow of groundwater, k31 0 01= .  – intensity of the groundwater level rise  
( cs

2 100=  – maximum concentration (saturation)), k32 0 5= .  – intensity of gradient displace-
ment of groundwater, k33 1=  – intensity of the decrease in the level of groundwater due to its 
transformation into surface water, k34 0 01� � .  – intensity of the decrease in the groundwater 
level due to soil erosion during the displacement of the groundwater level, k41 0 5= .  – intensity of 
the gradient movement of surface water across the soil surface, k42 0 005� � .  – intensity of the 
decrease in the level of surface water due to its absorption by consumers, k43 1� �  – intensity of 
the increase in the level of surface water due to its transformation from ground water.

 Fig. 5.2 Evolution of a wave-like structure to a system with  
a cellular structure

Activity coefficients k12  (intensity of gradient movement of consumers) and k23  (the intensity 
of soil digging by consumers) change randomly, and this change may obey some laws of “labor ac-
tivity”: the particle either moves across the field, or it is buried in the soil. Denote by ξ  a random 
variable that varies randomly in the range [0...1], then the activity coefficients k12  and k23  served 
as follows: k12 0 5� �. � , k23 0 01 1� � �. ( )� . In addition, let’s relate the degree of chaoticity ξ  
with the population level of the field cell, i.e. if the concentration of consumers decreases, then the 
intensity of the chaotic change ξ  acquires non-zero values (for example, proportional to the ratio 
of the difference in the concentrations of consumers before and after the interaction to the max-
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imum possible concentration of consumers in two cells), but with an increase in the concentration 
of consumers, the intensity of chaotic change ξ  is equal to zero. Thus, the value ξ  the field of an 
individual cell can change, which leads to competition of cell properties, and, as can be seen from 
Fig. 5.2, the most “survival” are those cells for which �� 0 .

System (1) also takes into account soil erosion during the movement of surface water. This 
process can lead to the emergence of a branch-like structure of the soil relief. Since surface water 
moves along the surface gradient and at the same time erodes it, the accidental formation of a 
depression will increase in size due to the following mechanisms: increased water flows due to the 
gradient increase of surface water, erosion of the soil by the water flow, self-leveling of the soil. 
Adding such mechanisms to the model leads to the result shown in Fig. 5.3.

 Fig. 5.3 Evolution of a wave-like structure to a branch-like system

The interaction functions in this case are also given by system (1), but the values of the ac-
tivity coefficients are slightly different: k11 0 3� � . , k12 0 5� �. � , k13 0 0001= . , k21 0 005= . ,  
k22 0 03= . , k23 0 01 1� � �. ( )� , k24 0 007� � . , k31 0 015= . , k32 0 05= . , k33 1= , k34 0 007� � . ,  
k41 0 5= . , k42 0 0003� � . , k43 1� � . As can be seen from Fig. 5.3, in the process of consumer 
competition, those whose main property is burial in the soil also survive, but those entities around 
which a branch-like structure of nutrient inflow has formed have an advantage.

The given example, although it does not provide a complete understanding of the capabilities 
of the cellular-automata approach to simulation modeling, however, demonstrates its flexibility 
and the possibility of application to almost any system. Mathematical, physical, biological, and 
social phenomena are conveniently and effectively modeled by such methods, which makes them 
an indispensable and useful tool for simulation modeling. In the future, let’s focus on cryptographic 
applications of the cellular automaton approach.

5.2 Cellular automata in cryptographic transformations

Cellular automata have long been used to construct cryptographic primitives [120, 126–128]. 
Often, the elementary rules of one-dimensional CAs are used to generate binary pseudorandom 
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sequences that have good statistical characteristics (for example [128]). It is also known to use 
CA for building hashing functions [117, 118], stream and block ciphers [120, 127, 128], etc.  
In our research, let’s use the following elementary rules of one-dimensional CAs, which are pre-
sented in Table 5.1.

 Table 5.1 Researched rules of intercellular interaction of CA

No Rule Boolean form Arithmetic form

1 «22» b a a b c b c' � � � � � � b a b c abc' mod� � � �� �� �2

2 «30» b a b c' � � �� � b a b c bc' mod� � � �� �� �2

3 «54» b a c b' � �� �� b a b c bc' mod� � � �� �� �2

4 «86» b a b c' � �� �� b a b ab c' mod� � � �� �� �2

5 «105» b a b c' � � �� � b a b c' mod� � � �� �� �1 2

6 «135» b a b c' � � � �1 b a bc' mod� � �� �� �1 2

7 «146» b a c a b c' � �� � � � �� � b a ab c bc abc' mod� � � � �� �� �2

8 «149» b a b c' � � � � 1 b ab c' mod� � �� �� �1 2

9 «150» b a b c' � � � b a b c' mod� � �� �� �2

10 «158» b a b c b c' � � � � � b a b c bc abc' mod� � � � �� �� �2

Rules “30”, “86”, “135” and “149” and their combinations are most suitable for building gen-
erators of binary pseudorandom sequences, others rules – for developing round transformations of 
cryptographic hash functions and block ciphers. 

This does not mean that other rules of intercellular interaction (and there are 256 of them in 
total according to S. Wolfram [8]) not given in this table, are unsuitable for cryptographic trans-
formations; however, the authors used exactly these rules for their designs.

Pseudorandom sequences generators
As already mentioned, have developed a number of original generators of pseudorandom binary 

sequences that can be used in cryptographic systems based on cellular automata.
Based on the considered rules of intercellular interaction, a number of generators of binary 

sequences were developed and their statistical characteristics were investigated. The research 
was performed using the NIST STS v.1.8 statistical research package.

Fig. 5.4 presents statistical portraits of generators based on rules “30” and “22”.
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 Fig. 5.4 Statistical portraits of generators based on rules “30” (left) and “22” (right)
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As can be seen from the figure, the portraits of the generators are significantly different. 
The generator based on the rule of “22” did not pass almost any NIST STS test, so its use for 
developing cryptographically stable applications is not promising. Similar results were obtained for 
rules “54”, “150” and “178”. This cannot be said about rules “30”, “86”, “135” and “149”, the 
statistics of which suggest that they can be successfully used, subject to appropriate modification, 
for the development of cryptographically stable generators of pseudorandom binary sequences.

Now it is necessary to investigate the effect of modifications of the selected rules on their 
statistical characteristics. As a modification, an additional combination of array cells was chosen 
for output, since the output of any one bit does not lead to the desired sequence quality. 

Several options are possible here: combining based on simple logical operations; pseudo-ran-
dom cell selection for output, as well as modification of the very rules of intercellular interaction. 
It would also be interesting to try alternative rules of intercellular interaction that do not belong 
to elementary ones.

In the first case, let’s derive the result of addition modulo two of the contained three cells:

M M w M v M tout � � �[ ] [ ] [ ];  (5.2)

where w, v, t are cell numbers of the automatа. In our case, cell numbers were taken as constant. 
It is also possible to select cell numbers by key.

In the second case, let’s use the following formula to calculate the output cell number:

w i c ni k
k

k

n
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�
�
�

��

�
�
�

��
� �

�

�

�3 23
0

12log ( )

mod .  (5.3)

Here c is the content of the (i+3+k)-cell, n is the total number of cells in the machine;  
w is the number of the output cell.

Statistical portraits of generators with such modifications are presented in Fig. 5.5.
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 Fig. 5.5 Results of statistical testing of the generator based on the “30” rule with a combined 
output. On the left – according to formula (2), on the right – according to formula (3)
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Similar results were obtained for the rules of intercellular interaction “86”, “135” and  
“149” (Fig. 5.6).

 Fig. 5.6 Statistical portraits of generators based on rules “86” (left) and “149” (right)
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The modification of the rules was reduced to the fact that not only the nearest neighbors 
were involved in the interaction, as provided by the elementary rules, but also arbitrary cells of the 
automaton. For example, rule “30” with elements of “far action” could look like this:

a i a i a i a i k a i a i t'[ ] [ ] [ ] [ ] [ ] [ ] mod ,� � � � � � �� �� �1 2

where і, i+k, i+t are the numbers of interacting cells. The statistical portrait of such a generator 
with k = 17, t = 23 is presented in Fig. 5.7.

In all cases, the starting state was taken as the one obtained after 250 empty cycles of the 
generator from the position when the 128th bit was set to “1” and the rest of the 256 bits were 
set to “0”. Let’s consider here two of the most successful, in our opinion, applications, namely, a 
generator based on a combination of elementary rules of interaction and based on a custom rule 
of interaction.
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 Fig. 5.7 Statistical portrait of the generator based on  
the “30” rule with “far echo”

Generator based on combined rules of intercellular interaction designed to maximize the statis-
tical characteristics of the generated sequences.

The rules from one group according to S. Wolfram, which demonstrated the best statistical 
results, were chosen for research: this is the group of “rules 30”. This includes rules “30”, “86”, 
“135” and “149”.

The rules were combined as follows:

R i R i R i R i R i R i R iout[ ] [ ] [ ] [ ] [ ] [ ] [� � �� �� � �� �� �30 86 30 135 30 1491 1 ]] ,�� �1

where Rout [i] is the resulting transformation for cell number i; R30 [i], R86 [i], R135 [i]  and R149 [i] – 
transformation of the i-th cell according to the rules “30”, “86”, “135” and “149”, respectively.

It is clear that in this way we will sacrifice speed, since several interactions are applied to each 
cell, but for some cryptographic problems, the maximum cryptographic stability of the generated 
sequence is more important than the speed of the generator.

Another original result is a much faster pseudorandom sequence generator based on a pro-
prietary cell-to-cell interaction rule. The gist is as follows. An additional array of addresses A[i] 
was used to determine the numbers of interacting cells. This array contains decimal numbers of 
cells (their addresses), which are chosen pseudorandomly and duplicated in the buffer array B[i]. 
Selected cells interact according to a simple rule based on XOR:

� � � ��C C C CA i A a A i A i[ ] [ ] [ ] [ ],1

where С’A[i] is the resulting content of the cell numbered і; СA[а], СA[i+1], СA[i] are the contents of the 
corresponding cells; cell number a is determined as follows:
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Here n is the dimension of the cellular automata, that is, the number of cells in it.
After the interaction of i-th and a-th, the cells in the arrays change places. The process con-

tinues as long as necessary for the cryptographic application.
Graphically, the functioning of the proposed rule of intercellular interaction is presented in the 

figure (Fig. 5.8).

 Fig. 5.8 Illustration of the proposed intercellular interaction algorithm

The upper part of the figure shows the successive states of the array of cellular automata; 
the lower one is an array of cell addresses (or indexes). Dark cells are logical ones, light cells are 
logical zeros.

In Fig. 5.8 a, the initial filling of the arrays is presented randomly; the CA array is filled with 
logical “1” and “0”, the address array is filled with decimal numbers from 0 to 7. The address 
pointer is set to the beginning of the address array.

As can be understood from the figure, the algorithm works as follows.
Step 1 (Fig. 5.8 b). The address pointer is at the beginning of the address array (the null 

element is highlighted in bold and underlined). This element (the number “5”) gives the address of 
the cell where the result of the interaction of the cells will be written (that is, the result will be 
written in the fifth cell).

Step 2. Addresses of interacting cells are determined as follows: the address of the first cell 
is contained in the element of the address array, the number of which is “pointer+1”, that is, in 
our case, in the first element (its mark is also highlighted in bold and underlined). This element is 
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equal to 7, which means that the seventh cell of our spacecraft will participate in the interaction. 
The address of the second interacting cell is already calculated based on the binary values of the 
cells of the CA itself. It is possible to see that the zero and first cells in Fig. 5.8 b) are marked 
with crosses. The cross on the zero cell corresponds to the position of the pointer in the array 
of addresses, the cross on the first cell is the beginning of the calculation of the binary address. 
So there is 101(2) = 5(10). The fifth element of the address array is equal to 3, so the 7th and 3rd 
cells will interact, and the result is recorded in the 5th cell. This is shown in Fig. 5.8 b) by arrows.

Step 3. To improve the scattering effect, after the interaction of the CA cells, the element of 
the address array on which the pointer is set and the element whose number was determined by 
the binary method are swapped. In our case, these are the zero and fifth elements of the address 
array, which is indicated by the arrow in Fig. 5.8 b).

Step 4. The address array pointer moves to the next element.
Step 5. Steps 1–3 are repeated until the pointer reaches the end of the address array, after 

which the left and right columns of the address array are swapped, the pointer is again set to the 
zero element, and the process is repeated from the beginning.

Fig. 5.8 c–g shows several stages of the algorithm (from the first to the fifth element).
Statistical studies of the developed generators were carried out by the standard method using 

the NIST STS statistical test package. The obtained statistical portraits of the developed genera-
tors are presented in the Fig. 5.9.

0 20 40 60 80 100 120 140 160 180 200
0,95

0,96

0,97

0,98

0,99

1

1,01

Test No

gnissaP tseT fo ytilibaborP

 Fig. 5.9 Statistical portrait of a generator with a combination of intercellular interaction rules

Since it is assumed that the general sequence passed all tests, if at least 96 out of 100 
subsequences passed it (which corresponds to the probability of 0.96 in the graph), it can be 
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seen that the generator based on the combination of elementary rules of interaction meets all 
the requirements for cryptographically stable pseudorandom sequences with a margin, so as the 
minimum probability values here are about 0.97.

Fig. 5.10 shows a statistical portrait of the generator based on its own interaction rule.
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 Fig. 5.10 Statistical portrait of a generator of pseudorandom sequences based on its own rule 
of intercellular interaction

It can be seen from the figure that this generator, in general, satisfies the requirements for 
cryptographically stable primitives, but there are two tests here that it passed at a level less  
than 0.96. This is not a major problem, so it is possible to recommend it for non-critical cryp-
tographic applications with high-speed requirements.

Next, let’s consider the hashing function and block cipher on a three-dimensional CA that uses 
simple rules of intercellular interaction.

5.3 Hashing function based on cellular automata

The Keccak hash function (SHA-3) was developed by J. Dyman and collaborators, the well-
known developer of the ISO-standardized symmetric AES cipher.

Keccak is built on the so-called “cryptographic sponge” architecture [128, 129], the structure 
of which is shown in Fig. 5.11.



models of socio-cyber-physical systems security

144

 Fig. 5.11 Architecture of the “cryptographic sponge”

The main property of this architectural solution is that the input block of the open message 
(the length of which is much smaller than the size of the register r||c – 1600 bits) is added to 
the initial state (r||c), which is processed by the shuffling function f. This function “blurs” the 
statistical characteristics of the incoming message to the entire internal state. The operation con-
tinues until all incoming messages are exhausted. Since compression is not used here, this process, 
according to the authors of the hashing function, is collision-free.

This mode of operation was called “absorbing” because the register seems to absorb the open 
message into itself. This is actually where the name of the architecture “cryptographic sponge” 
comes from.

The next stage in forming a hash image is the “squeezing” stage. It consists in the fact that 
portions of the hash image of 64 bits are extracted from the register containing the processed 
input message and, possibly, the initialization vector, from which the result is concatenated. In this 
case, the register is processed in the same way by the shuffling function. This procedure of form-
ing the resulting image leads to the fact that it is practically impossible to establish a statistical 
relationship between the open message and the hash image.

The mixing function can be any. The mandatory condition is that it should make it as difficult as 
possible to find the connection between the incoming message and its hashing image.

We have made an attempt to develop a mixing function based on cellular automata and perform 
initial research of such a structure.

The developed mixing function is quite simple, takes into account the features of cellular autom-
ata and consists of the following steps.

Step 1. Padding the incoming message to a length multiple of 512 bits. The supplemented 
message is divided into blocks of 512 bits each.
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Step 2. Binary values are generated to fill registers c and r with a total length of 1600 bits, 
with c being 1024 bits long and filled with logical ones, and the remaining 576 bits (making up r) 
filled with logical zeros. It is worth noting that the architecture provides for the possibility of using 
a hash function as a message authentication code. Then the registers are filled with a private key 
or an initialization vector.

Step 3. The resulting register of 1600 bits is considered as a one-dimensional cellular au-
tomaton and is subjected to 200 cycles of transformations according to the elementary rule  
“86” (R86). 

The result of such transformations will be the starting state of the register, ready for mixing 
the incoming message.

Step 4. The “absorption” mode begins. The current 512-bit block of the input message is 
added modulo two to the bits of the register: RC = RC XOR Mi[512].

Step 5. Thirty rounds of shuffling are introduced:
– RC = R86(RC): the RC state is processed according to the “86” rule;
– RC’ = R150(RC): the RC state is processed according to the “150” rule, and the result is 

placed in the RC buffer array’;
– RC >>>31: 31-bit cyclic shift of the original state to the right;
– RC’ = RC XOR RC’: the elements of the RC’ array are added modulo two to the original RC 

state, the result is in the buffer array;
– RC = R150(RC’): the buffer array is processed according to the “150” rule and copied to 

the original RC state.
Steps 4 and 5 are repeated until the input message blocks are completely exhausted.
Step 6. The “squeezing” stage begins. Each time after the end of the thirtieth round of pro-

cessing, another 64 bits of the hash image are sent to the output, which are concatenated with 
the previous ones, so that the resulting length should be a multiple of 64 bits. Since the processing 
of the contents of the registers continues at the “squeeze” stage, the authors of the architecture 
claim that it is collision-free.

To investigate the avalanche effect, the developed hashing function was implemented in code 
in the Java programming language. 64-, 128-, 256-, 512-, and 1024-bit hash images were inves-
tigated. A known expression was used as an input message “The quick brown fox jumps over the 
lazy dog” without a period and with a period at the end. The result for a 256-bit hash image is:

– no period: 
«0xbed39b7aae3694fe2d4a57df88327589b6670c68dc9c13d391166865234cfcf»;
– with a dot: 
«0x2a1a2666518c676a28e587450dccf62019880580090135f590d7640ff337382».
Obviously, the obtained hash images are completely different. Similar results were obtained for 

the rest of the studied image sizes.
The obtained results of the avalanche effect study, as well as statistical testing, demonstrated 

that the developed hashing function can be successfully used in cryptographic applications.
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5.4 A block cipher based on three-dimensional CAs

This cipher uses three-dimensional CAs to process both the input block and the key.
The main parameters of the developed cipher are as follows:
– block size – 64 bytes (512 bits);
– key size – 64 bytes (512 bits);
– number of rounds – up to 15;
– a whole block is processed in one round.
The specified length of the block and key, in our opinion, is optimal for modern cryptographic 

needs. The optimal number of rounds will be established after conducting statistical tests.
The construction of a three-dimensional 64-byte CA was reduced to the selection of 

non-equivalent elementary statistically independent rules of interaction, which will be applied to 
the nearest neighbors of the cell in three directions: X (rule “105”), Y (rule “22”) and Z (rule 
“150”). At the same time, the state of one cell is expressed by a byte, the cell interacts with 6 
neighbors (two neighbors each along the X, Y, Z axes). Each pair of neighbors together with the 
cell form a separate elementary CA. The new state of the cell is formed after applying all three 
rules to it in the following order: X – Y – Z. Bitwise operations on the byte are performed by the 
built-in tools of the programming language. As a cipher architecture, let’s use an SP network 
similar to the AES cipher. The block diagram of the encryption and decryption processes of one 
block is shown in Fig. 5.12.

Let’s describe the encryption and decryption procedures used.
TransformDataCube. The operation is responsible for the reversible transformation of the data 

block. In this operation, let’s use a simple XOR operation, since it is self-reversible, with 8 nearest 
neighbors lying on the four diagonals of the cube.

Accordingly, the reverse operation when decrypting the block will be the same.
RotateCubeMatrices. This operation is analogous to the shiftRows function of the Rijndael 

algorithm for a three-dimensional block of data. In this case, the four layers of the 4×4×4 cube 
are rotated as follows: the top (zero) layer is not rotated, the next (first) layer is rotated coun-
terclockwise by 90 degrees, the second layer is rotated by 180 degrees, and the bottom (third) 
layer is rotated by 270 degrees. It resembles the turns that are implemented in a 4´4´4 Rubik’s 
cube. When decoding a block of data, the inv operation is performed RotateCubeMatrices, where 
the rotations are clockwise.

SubBytes. This operation performs a permutation using S-boxes of the Rijndael cipher, which 
have proven to be highly non-linear and crypto-resistant. The direct substitution table is used by 
the SubBytes operation, the inverse one is used by invSubBytes during decryption. The forward and 
reverse substitution tables can be found in FIPS-197, which describes the AES standard.

XorRoundKey. A round key scrambling operation, a simple XOR of the bytes of the data block 
and the key, the result of which is written to the data block. Accordingly, the same operation is 
used for decryption.
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Key deployment operation
This operation does not require reversibility, so it is simply necessary to generate the volume 

of key material required for a certain number of rounds. Since the key is 64 bytes long (512 bits), 
for the number of NR rounds it is necessary to generate 64´NR bytes of key material (512´NR 
in bit terms). So, for a 15-round cipher, it is necessary 960 bytes (7680 bits) of key material.  
All keys are generated once before the start of encryption / decryption and are placed in a list from 
which the key needed in the next round is selected.

 Fig. 5.12 Flowcharts of encryption (left) and decryption of one input block

To generate round keys from the encryption key, the same CA is used as for the input unit with 
the same inter-cell communication functions. At the beginning, the encryption key bytes are placed 
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in the CA. Each application of the inter-cell interaction rules sequentially gives another round key 
that is unloaded into the list. In this way, the requirement of round key synchronization on both 
sides of the data transmission system is satisfied.

Crypto-resistance of the algorithm testing
Testing the statistical characteristics of ciphers has already become a de facto standard in 

the development of various cryptographic algorithms. For this purpose, the NIST STS statistical 
package [129] is used, which consists of 188 different statistical tests grouped into 16 groups.

The testing was carried out in the following way. The system under study encrypts an input file 
of size 12.5 MB (which is 100 million bits). The file is encrypted on one key with different number 
of rounds (from 1 to 15). The encrypted sequence is submitted to the NIST STS input and, after re-
ceiving the test results, it is possible to draw conclusions about the optimal number of rounds and, 
in general, about the cryptographic stability of the developed algorithm according to NIST criteria.

It is advisable to present the results obtained in this way in tabular form (Table 5.2).

 Table 5.2 Results of round statistical testing of the block cipher

Rounds, k’t
Proportion, %

100 99 98 97 96 95 <95 Average value

1 Number 
of passed 
tests

71 67 39 7 3 1 - 0.99027

2 73 58 39 8 10 - - 0.98936

3 60 64 44 18 - 1 1 0.98846

4 65 68 31 16 3 4 1 0.98840

5 76 60 39 12 1 - - 0.99053

6 72 56 40 14 5 - 1 0.98909

7 67 59 39 12 10 1 - 0.98840

8 71 72 40 5 - - - 0.99112

9 75 60 36 11 3 3 - 0.98979

10 77 66 29 13 2 1 - 0.99064

11 75 55 35 11 11 1 - 0.98899

12 69 60 40 13 4 2 - 0.98909

13 83 49 39 11 6 - - 0.99021

14 86 50 38 13 1 - - 0.99101

15 61 64 39 16 3 5 - 0.98793

It is convenient to present tabular results in graphic form (Fig. 5.13).
As can be seen from the Table and Figure, the majority of statistical tests were passed at a lev-

el greater than 0.95. Nevertheless, it can be seen that the number of rounds has a different effect 
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on the statistical characteristics of the cipher, although the difference is small. As the number of 
rounds increases, the average value of passing the tests is maximum in the 8th and 14th rounds. 
At 15 rounds, the average value is the smallest, although it differs from the maximum (at 8 rounds) 
by only 0.3 %. Moreover, at 15 rounds, the system fails 5 tests. According to the presented re-
sults, it is possible to conclude that the 8-round variant of the cipher is optimal both from the point 
of view of crypto-resistance and speed, in which the maximum average value when passing all tests 
is observed at a level not lower than 0.97. Good results were also demonstrated with 14 rounds.

In general, as a result of the research, it can be concluded that the developed block cipher 
based on the three-dimensional CA demonstrated a level of cryptoresistance sufficient for its use.

 Fig. 5.13 Graph of the average values of  
passing the NIST STS tests

A stream cipher based on cellular automata
An alternative to block ciphers for encrypting communication channels' connection can be 

stream ciphers based on crypto-resistant generators of pseudo-random / random sequences.  
Sequences generated by such a hardware, software, or hardware-software generator are added 
bit by bit to the open message and form a cipher text whose properties are fully ensured by the 
cryptographic stability of the generated sequence.

Often, to build a high-quality generator, random sequences are used, which can be obtained 
from the hardware part of a personal computer. In such cases, it is best not to use hardware gen-
erators that are built into the microprocessor, but to generate a hardware sequence based on user 
actions: to record the time of pressing keys on the keyboard, the time interval between successive 
key presses, or the time of changing the direction of mouse movement, etc.
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We have developed the appropriate software that allows the user to generate such a se-
quence, and works in three modes with the possibility of their combination:

1) measurement of keyboard keystroke time (ms);
2) measuring the time interval between keyboard keystrokes (ms);
3) time to change the direction of the computer mouse cursor (ms).
The hardware “entropy” generated in this way was sequentially hashed by a cryptographic 

hashing function based on cellular automata. As a result, let’s get a hardware-software key gamma 
generator that can be used to create a stream cipher.

To build the hashing function, let’s use the “cryptographic sponge” architecture proposed by 
the authors of the SHA-3 hash function [130, 131], which is presented in Fig. 5.11. 

The mode of operation of such a structure consists of two stages: “absorbing”, when the 
input information is added in blocks to the shuffling function f, and “squeezing”, when the result 
of hashing by concatenated blocks is fed to the output of the hashing function. Thus, the required 
length of the resulting hash image is achieved. Let’s use a self-developed shuffle function based on 
cellular automata.

The working array r+c, which is called “state” and has a size of 1600 bits, is filled with 
the input vector M generated by the hardware and padded with the required number of zeros 
M||0k, where k = [r+c]–[M]. Thus, there are 25 elements of type ULONG, that is, 64-bit 
unsigned integers.

The array (matrix A[5´5]) is divided into 5 intermediate blocks, the values of which are calcu-
lated using the XOR operation as follows:

B A A A A A0 0 5 10 15 20�� �� � �� �� � �� �� � �� �� � �� �� � �� ��,

B A A A A A1 21 22 23 24 19�� �� � �� �� � �� �� � �� �� � �� �� � �� ��,

B A A A A A2 14 9 4 3 2�� �� � �� �� � �� �� � �� �� � �� �� � �� ��,

B A A A A A3 1 6 11 16 17�� �� � �� �� � �� �� � �� �� � �� �� � �� ��,

B A A A A A4 18 13 8 7 12�� �� � �� �� � �� �� � �� �� � �� �� � �� ��.

Elements of the array B[i] are used to build additional elements C[i] in the following way: 
c i B j i B j�� �� � �� ��� � � ��� �� 1 ,  where i = 0-14, j = i mod 5.

As a result of such calculations, it is possible to fill the state matrix with new elements. Filling 
is performed by columns: the first – А[0]–A[4]; the second – B[0]–B[4]; the remaining columns 
are successively filled with elements of C[i].
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At the second stage of mixing the state matrix, the elementary rules of cellular automata are 
used. These are rules “30” and “146”. They are chosen because they exhibit chaotic and unpre-
dictable behavior, which is crucial for the hashing function. First, the “30” rule is used, and the 
next pass – the “146” rule. Passes are performed spirally clockwise: A[i] = ((A[i])R30)R146. Here, 
the indices R30 and R146 indicate the application of elementary rules “30” and “146” of cellular 
automata to the elements of the array.

To improve the avalanche effect, the final permutation of the state elements is performed with 
a cyclic shift of bits by a certain number of positions: A[i] = ShK(A[i+3]), K�� �7 1113 23 29, , , , ,  
and ShK is a cyclic shift of bits to the left by K positions, i = 0–24.

After the “absorbing” stage, the “squeezing” stage is started, the result of which is a gener-
ated random stream that can be used for stream encryption.

Results of statistical testing
To evaluate the quality of the developed hashing function (as well as the entire stream cipher), 

let’s use the NIST STS statistical package. Testing was carried out similarly to the previous one. 
The results of statistical testing of the hash function developed by us were compared with the 
standard SHA-3 hashing function (Table 5.3).

 Table 5.3 Results of statistical testing of hash functions

Test passing rate, % SHA-3 (Keccak) based on cellular automata Classic SHA-3 (Keccak)

100 79 (42.02 %) 58 (31.01 %)

99 64 (34.04 %) 68 (36.36 %)

98 27 (14.3 %) 45 (24.06 %)

97 15 (7.97 %) 13 (6.95 %)

96 3 (1.65 %) 1 (0.53 %)

95 0 (0 %) 1 (0.53 %)

<95 0 (0 %) 1 (0.53 %)

As can be seen from the table, the statistical results of the hashing function developed by us 
are at least not worse than those of the classic SHA-3. To evaluate the avalanche effect, three 
variants of the well-known pangram phrase “The quick brown fox jumps over the lazy dog”, which 
contains all the letters of the English alphabet, were chosen:

1) The quick brown fox jumps over the lazy dog;
2) The quick brown fox jumps over the lazy dog. (with a period at the end);
3) the quick brown fox jumps over the lazy dog (from a small letter).
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Below are the resulting hash values of the algorithm we developed based on cellular automata:
1) 42063cf95300891402c6cb0913c788ab50bf8c2cd2f4dc1781fdebafcfb-

7679928c60d41609fd80165b7e63eebdc78ab7656a89af1e5e218a87cc3cf475be4d1;
2) 56b949ac21cf22a78c1d92bf01ef20937f8db80083a84cff1d0879b9b54d6fd-

9b787a0ab4539b8bfb0e57c002749bd5a8fdf37c2777b3cceece256a53df66a51;
3) ce8f6d5fc67cd52933ccba3836f9470b32a896a9545682a9850447df691ec-

39c59af4504547020e885d5ffef192eb1baa7af650ca7dd30413929c12f233f25b3.
As it is possible to see, adding a single character or changing an uppercase letter to lowercase 

completely changes the hash value, which is a sign of a good avalanche effect.
Thus, the proposed methods can be successfully applied to generate a binary random sequence 

based on hardware and software solutions. Fig. 5.14 shows a diagram of the results of statistical 
testing of the developed binary random flow generator based on cellular automata. It is possible to 
see that the proposed method gives good statistical results.
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 Fig. 5.14 Results of statistical testing of the developed binary random sequence generator 
based on cellular automata. The abscissa shows the number of the test, the ordinate shows  
the probability of passing it

As can be seen from the figure, the stream cipher developed by us based on CA passes all NIST 
STS tests, which indicates the adequacy of the applied transformations, including those based on 
cellular automata. Thus, it is possible to recommend this cipher to protect the confidentiality of 
data when transmitted over telecommunications systems.
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1. Hybrid (cyber-physical / socio-cyber-physical) information systems are boosted in the condi-
tions of rapid development of computing resources and technologies, integration of various compo-
nents of high technologies. This requires a new approach to providing not only security services, but 
also the multi-loop protection systems. The proposed concept of determining the level of security is 
based on the concept of a critical business process and takes into account the points of execution 
of this business process, as well as the hybridity and synergy of modern threats.

2. Sets of rules for determining the achievability of a given level of security based on estimates 
of the integrity, availability and confidentiality of information arrays, as well as computer technol-
ogy relative to various points of the organization’s business processes, have been formed. This 
approach provides an objective link between business goals, infrastructure objects / elements of 
hybrid information systems, security services, taking into account the requirements of regulators, 
the goals and functionality of critical (continuous) business processes of a company / organization / 
enterprise. A system for assessing the level of system security has been developed, implemented 
in the declarative programming language Prolog, which, in dialogue with the user, generates a 
response on the achievability of a given level of system security, depending on the assessments of 
the state of individual system components reported to it.

3. The proposed mathematical model for constructing asymmetric cryptosystems based on 
McEliece and Niederreiter CCC makes it possible to provide the required level of confidentiality, in-
tegrity and authenticity services and to practically implement the proposed method. This approach 
provides the required level of protection of security services, and the use of various noise-immune 
codes allows, taking into account the level of information secrecy, to ensure its reduction in energy 
consumption and increase the efficiency of information transmission.

4. The models of probable threats and protection of information in public networks are pro-
posed. It is noted that the most general model of the formal description of the protection system 
is the model of the security system with full overlap, which defines a complete list of objects of 
protection and information threats, means of ensuring security from the point of view of their 
effectiveness and contribution to ensuring the security of the entire telecommunications system. 
The proposed model satisfies the general scheme of interactions, which includes the organizational 
management system, external and internal threats, as well as the environment of interaction be-
tween them. It follows from the comparison of the model with a complete overlap and the general 
scheme of interaction that the model does not take into account the possibility of simultaneous 
implementation of different types of threats, the power of influence, the possibilities of their in-
teraction and, accordingly, preventive protective measures. It is concluded that the development 
of the model of the formal description of the protection system is connected, first of all, with the 
consideration of the detailed description of the object of protection with the introduction of a more 

Conclusions
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general concept of threats, as well as the construction of an apparatus for modeling various types 
of threats and their interactions.

It is shown that the combination of four models (passive and active channel of information 
leakage, unintentional and unauthorized access to information for the purpose of its removal) in 
various variants provides wide opportunities for modeling various known types of threats and their 
implementation. It is noted that it is necessary to use such approaches to ensuring information 
protection that allow detection and prevention of threats of unknown types and dynamic correction 
of protection behavior, adapting it to specific application conditions.

It is proposed to use a special channel in its structure to take into account unknown types of 
threats that are subject to identification and adaptation contour. The conditions under which the 
information transmission system will turn into a feedback system, where the transmission channel 
affects the response of the system, are listed. The information protection model provides an op-
portunity for constant refinement of threat classes and response measures and continuous training 
of the adaptive component of the CSI. Thus, the CSI, built on the basis of this model, detects and 
prevents threats of unknown types.

A model of unauthorized access to information for the purpose of its removal with an unknown 
type of threat and an unspecified level of protection is also proposed. Its structure includes: a 
special module of internal diagnostics, which diagnoses the entire protection system, makes a 
decision to adjust the algorithm of the SHI behavior, which allows to achieve fault tolerance of the 
information security tools. The use of a special module that diagnoses the communication channel 
with subsequent changes in the level of security allows to achieve the adaptability of the informa-
tion security tools.

5. An experimental study of the functioning of modern means of exploiting vulnerabilities was 
conducted, in particular, the process of checking and confirming the possibility of implementing 
vulnerabilities was investigated. Based on the observations, the general characteristics of the 
vulnerability validation process were identified, which take into account the complex and changing 
nature of the environment, as well as the risk of a critical error in the functioning of the target 
system during the exploitation of vulnerabilities. Variable – the number of successfully validated 
vulnerabilities on the target system (success validation), – number of unvalidated vulnerabilities 
(failed validation), – the number of cases of vulnerability validation that led to a critical error in 
the target system and subsequent loss of communication with it (crash validation). A regression 
analysis of the obtained results of experimental studies was carried out and a mathematical model 
was developed for the analysis of quantitative characteristics of the vulnerability validation process 
based on Bernstein polynomials, which allow describing the dynamics of this process.

Analytical dependencies were obtained for the number of successfully validated and unvalidated 
vulnerabilities, as well as for the number of cases of vulnerability validation that led to critical errors 
during the rational cycle of validation of detected vulnerabilities during active analysis of corporate 
network security. The proposed dependencies make it possible to build probability distribution laws 
for the above-mentioned characteristics of the vulnerability validation process. 
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On the basis of the conducted practical analysis of the vulnerability validation process and 
the obtained analytical dependencies of the basic characteristics of the validation process, the 
quality indicators of the mechanism of validation of corporate network vulnerabilities were selected  
and characterized.

A technique for analyzing the quality of work of the mechanism for validating detected vulner-
abilities of the corporate network has been developed, which is based on integral equations that 
take into account the quantitative characteristics of the investigated mechanism of validation of 
vulnerabilities at a certain point in time. This technique allows to build the distribution laws of the 
quality indicators of the vulnerability validation process and to quantitatively evaluate the quality of 
the mechanism of validation of identified vulnerabilities, which in turn allows to monitor and control 
the progress of validation of identified vulnerabilities during active security analysis in real time.

A method of building a fuzzy knowledge base for decision-making in the validation of vulnera-
bilities of software and hardware platforms during an active analysis of the security of the target 
corporate network is proposed, based on the use of fuzzy logic, which makes it possible to obtain 
reliable information about the quality of the vulnerability validation mechanism in an indirect way. 
The built knowledge base allows for the formation of decisive decision-making rules regarding the 
implementation of one or another attacking action, which in turn allows for the development of 
expert systems for automating the decision-making process during the validation of identified vul-
nerabilities of target information systems and networks.

The method of automatic active analysis of security has received further development, which, 
based on the synthesis of the proposed model, methodology and method, allows, unlike the existing 
ones, to abstract from the conditions of dynamic changes in the environment, that is, the constant 
development of information technologies, which leads to an increase in the number of vulnerabilities 
and corresponding vectors attacks, as well as the growth of ready-to-use vulnerability exploits and 
their availability, and consider only the quality parameters of the vulnerability validation process itself.

6. The statistical characteristics of generators of pseudorandom sequences, block and stream 
ciphers based on cellular automata were developed and studied. It is shown that they can be suc-
cessfully used for cryptographic applications as efficient means of scrambling incoming messages. 
The developed generators based on a combination of intercellular interaction rules and an original 
self-developed rule demonstrated good statistical properties, which was confirmed by NIST STS 
tests. A 3-dimensional cellular automaton based on the rules “22”, “105” and “150” was used to 
develop the block cipher. Substitution tables from the well-known standard AES cipher are used. 
Developed own round function and key unwrapping operation.

A hardware and software generator of a random binary sequence based on cellular automata 
has also been developed.

The keyboard and mouse of a personal computer were used as a hardware platform for gener-
ating input entropy. For further processing of the received random sequence, a proprietary hashing 
function was developed in the “cryptographic sponge” architecture. A proprietary mixing function 
has been developed, where elementary rules of CA “30” and “146” are applied. Statistical testing 
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of the resulting cryptographic applications was performed using the NIST STS statistical package, 
which demonstrated good statistical performance of both ciphers. Studies have also shown a good 
avalanche effect of the designed hashing function based on CA. Summing up, it is possible to confi-
dently state that the use of cellular automata, both one-dimensional and multidimensional, enables 
engineers to construct simple and effective cryptographic structures, resulting in high-quality 
means of protecting the confidentiality and integrity of information.
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