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a b s t r a c t

Decentralized Online Social Networks (DOSNs) have recently captured the interest of users because of the
more control given to them over their shared contents. Indeed, most of the user privacy issues related
to the centralized Online Social Network (OSN) services (such as Facebook or Google+) do not apply
in the case of DOSNs because of the absence of the centralized service provider. However, these new
architectures have motivated researchers to investigate new privacy solutions that allow DOSN’s users to
protect their contents by taking into account the decentralized nature of the DOSNs platform.

In this survey, we provide a comprehensive overview of the privacy solutions adopted by currently
available DOSNs, and we compare them by exploiting several criteria. After presenting the differences
that existing DOSNs present in terms of provided services and architecture, we identify, for each of them,
the privacy model used to define the privacy policies and the mechanisms for their management (i.e.,
initialization and modification of the privacy policy). In addition, we evaluate the overhead introduced
by the security mechanisms adopted for privacy policymanagement and enforcement by discussing their
advantages and drawbacks.

© 2018 Elsevier Inc. All rights reserved.
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1. Introduction

Recent years have seen unprecedented growth in the Online
Social Network (OSN) services [1], with about 300 OSNs collecting
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information about more than half a billion registered users.1 An
OSN enables its users to define their own profiles, a virtual repre-
sentation of themselves, and to explicitly declare the relationships
with (the profiles of) other users. Regardless of their purpose, the
main service provided by the OSNs to their users is the sharing of
information with a set of selected contacts. Users can publish on
their profiles very heterogeneous contents, ranging from personal
information, wall posts, photos, videos, comments to other posts,
and they can send private messages.

Nowadays, the most popular OSNs are based on a centralized
architecture where the service provider (e.g., Facebook) acts as
central authority and takes control over users’ information, by stor-
ing a huge amount of private and possibly sensitive information on
users and their interactions (such as the personal information and
lifestyle behaviors).

Due to the centralized infrastructures, users of the current OSNs
are exposed to several privacy risks. Indeed, users of centralized
OSNs are forced to share the information directed to their friends
by means of the OSN service providers, increasing the risk of
censorship, surveillance and information revelation. Indeed, recent
events have shown that, in addition to malicious users (internal or
external to the OSN), also the centralized service provider [2,3] and
third-party applications [4] introduce new privacy risks. The Na-
tional Security Agency (NSA) documents clearly illustrate how the
agencies collected users’ information by exploiting theweaknesses
of the Facebook’s security platform [3].

To address the previous privacy issues and leave to the users the
control on their data, researchers have proposed to decentralize
the functionalities of OSNs by implementing them in a distributed
way. The resulting platforms are known as Decentralized Online
Social Networks (DOSNs) [5,6] and they are typically based on a
P2P architecture, such as a network of trusted servers, an oppor-
tunistic network, a Distributed Hash Table, or an unstructured P2P
network. For this reason, in a DOSN there is no central control au-
thority whichmanages andmaintains available the users contents.
Instead, DOSNs are based on a set of peers that store the contents
and execute the tasks needed to provide a seamless service (such
as, search for data [7], recommendation [8], etc.).

For instance, Diaspora [9] is one of the most popular DOSNs
which currently has about 669,000 users, and it is based on a
network of independent, federated servers that aremanagedby the
users. A federated network is also used by Friendica [10], another
popular DOSN based on an extensible plug-in architecture, which
currently has more than 1100 users. RetroShare [11], instead, is a
DOSN which exploits Friend-to-Friend network to manage and to
store users’ data.

Therefore, DOSNs allow to shift the control over data to the
end users because contents generated by the users are not stored
and managed by a single OSN provider but, instead, are the users
who have the control over the management of data. However, the
decentralization of the service introduces several issues related to
the availability of users’ contents and their privacywith respect the
other users of the system.

1.1. Motivations

While decentralization gives the possibility for increasing the
privacy of users with respect to the OSN provider, several stud-
ies show that privacy is an increasing concern also for DOSNs’
users [12,13]. Indeed, regardless of their architectures, one of the
main features provided by current DOSNs is the capability given
to the users to define privacy preferences on the contents of their
profiles, i.e., to define which other users are allowed to see such
contents. In fact, the lack of privacy mechanisms with a suitable

1 See: http://en.wikipedia.org/wiki/List_of_social_networking_websites.

granularity level and flexibility could lead to a unwanteddisclosure
of information, thus exposing users to a number of security risks.
Since the number of users’ contacts, as well as the number and
the type of contents shared on DOSNs, are constantly increasing,
members of DOSNs need an effective way to define authorizations
to protect their contents.

Users’ contents must be protected by the DOSN infrastructure
according to users’ privacy policies from unauthorized access,
i.e., only users who have been granted the proper permissions
through privacy policies should be enabled to access the contents.
However, while the contents produced by user umay be stored on
the devices of u until u is online, when u goes offline these contents
must be stored, in order to keep them available, on the devices of
other users which are supposed to remain online in the system or
on external trusted resources. This requires the usage of proper
strategies to prevent unauthorized access to contents of u when
they are stored on the devices of other users.

In recent years, several DOSNs have been proposedwhich try to
address these privacy concerns by adopting different approaches.
Some previous works have already investigated these DOSNs but
they present limitations, for instance because they do not focus
on privacy controls and their performance. One of the preliminary
works which provides an overview of current DOSN approaches
is [6]. However, it only discusses the differences in the design
choices for decentralizing the online social network’s service with-
out focusing on privacy aspects. In another relevant study, T. Paul
et al. [14] proposed a classification of the decentralizing storage
mechanisms adopted by current DOSNs and discussed the im-
plications on privacy. The authors of [15] extended the previous
work by considering also data integrity and social search issues. In
particular, they presented a fine-grained classification of common
privacy solution in centralized and decentralized OSNs. Another
relevant study, carried out by D. Koll et al. [16], proposed a taxon-
omy summarizing the approaches adopted by DOSNs in order to
solve their major challenges. Behind these, there exist other prior
studies reviewing or classifying privacy solutions adopted by cur-
rent DOSNs [17]. Authors of [18] discuss the benefits that different
kind of DOSN architectures have on privacy and their suitability for
mobile devices. Authors of [19] only list whether DONSs support
user authentication, confidentiality, data integrity, and whether
they are resilient to attacks. Even if theseworks have led to a better
understanding of the privacy properties provided by DOSNs, the
solutions adopted by current DOSNs to implement their privacy
controls deserve a more detailed study. Indeed, previous works do
not take into account the types of privacy policies provided the
current DOSNs. In addition, they do not consider the performance
of privacy controls, i.e., they do not investigate in detail the over-
head introduced by themechanism adopted to enforce the privacy
policies. In many cases, the performance of privacy mechanisms
for protecting contents is crucial for the success of the service. For
instance, the designers of someDOSNs (such as LifeSocial.KOM [20]
and PeerSoN [21]) investigated the overhead introduced by en-
cryption schemes used by their DOSNs and highlighted the impact
they have on performance and user experience [22,23]. In addition,
the choice of the cryptographic schemes does not only involve per-
formance aspects, but also privacy aspects related to the capability
provided by the DOSNs to define different types of privacy policies
and to modify them. As a result, some important aspects of the
privacy solutions of the DOSNs deserve further study and there is
the need to investigate more deeply several crucial characteristics
related to these solutions in order to allow a better design of the
next-generation DOSN infrastructures.

http://en.wikipedia.org/wiki/List%5Fof%5Fsocial%5Fnetworking%5Fwebsites
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1.2. Contributions

The main aim of this paper is the investigation of the different
approaches used by existing DOSNs to protect the privacy of the
contents of their users. For this reason, we identified a large set of
DOSNs which have been proposed in the literature, by considering
both the DOSNs which are really deployed (such as Diaspora,
Friendica, or RetroShare) and the ones which are under active
development. For each of the selected DOSN, at first we briefly an-
alyze the architectural model used to provide independence from
a centralized provider, and then we study the approach adopted
to enable users to define their privacy preferences and to enforce
them, i.e., the privacy model and the privacy policy management. In
particular, the privacy model is related to the capability given to
the users to define which other users are authorized to access their
contents. To help the reader in understanding the characteristics
of the different privacy models, we defined a taxonomy to classify
them. The policy management model, instead, is related to the
solutions adopted to guarantee that the privacy policies defined
by the users are actually enforced on their contents. In addition,
we also investigate the approaches used to enable themodification
of the privacy preferences on the contents, i.e., to grant access
to new users or to revoke access to previously authorized users.
Since most DOSNs exploit cryptographic techniques, we evaluate
the overhead introduced by the privacy policy management in
terms of number of cryptographic keys created, and number of
encryption operations required. For each DOSN, we also determine
whether and how it ensures (or not) the backward secrecy prop-
erty [24] when the privacy policy is changed. Besides presenting
a comprehensive comparison of the privacy mechanisms used by
the current DOSNs, this paper enables the reader to better figure
out the weakness as well as the strength provided by privacy
mechanisms of the current DOSNs.

1.3. Outline of the survey

This paper is structured as follows. We provide a description of
the architectures and design choices of the selected set of DOSNs
in Section 2. In Section 3 we identify the main requirements con-
cerning privacy of the contents. Section 4 summarizes the privacy
models proposed by current DOSNs while Section 5 describes the
mechanisms used for privacy policy management (i.e., initializa-
tion and modification of a privacy policy). Finally, we evaluate
the privacy provided by current DOSNs in Section 6 and discuss
their limitations and advantages in Section 7. Finally, we draw the
conclusion and final remarks in Section 8.

2. Decentralizing the Online Social Networks

A current trend for developing OSNs that do not rely on a cen-
tralized service provider is moving towards the decentralization
of the OSN service. A Decentralized Online Social Network [6] is
a OSN implemented in a distributed and decentralized way. The
approaches exploited by current DOSNs to provide independence
from a centralized provider are typically based on Peer to Peer
(P2P) architectures (such as a Distributed Hash Table [25] or net-
work of interconnected trusted servers). Indeed, every participat-
ing user can act both as a server and as a client, depending on
the context [26]. The approaches used by current DOSNs to pro-
vide independence from a centralized authority combine multiple
architectural levels, each with its own features. According to the
topology of the P2P network, the currently available DOSNs can be
classified into two alternative P2P architectural styles:

Structured: In structured P2P architectures, the peers are orga-
nized into a specific topology that ensures good performance
on specific tasks of the system, such as routing. This architecture
exploits hashing to associate an identifier to the peer and to pair
contents with peers, so defining a DHT.

Unstructured: This P2P architecture does not impose any partic-
ular structure and resources are connected according to their
needs. Operations are usually implemented by using flooding
or gossip-like communication between users.

Instead, the approaches used by current DOSNs to accomplish the
data storage functionality are mainly based on three P2P architec-
tural styles:

Decentralized: This architecture does not impose any particular
conditions concerning where data should be stored, since con-
tents of users are stored on random nodes.

Semi-decentralized: A subset of the users in the system (super
peers) take responsibility for storing andmanaging information
of all the users. The choice of providing super peer services can
be voluntary or incentive-based.

Hybrid: This architecture exploits the P2P approach, but also
relies on some external service provided by a centralized entity
(such as Clouds, Private Servers, Dropbox, etc.). This service
allows the users to exploit permanently available resources
which guarantee that their contents can be always accessed, but
this also implies a cost for the DOSN’s users.

For a comprehensive description of the DOSNs structure we
refer to [16], a survey which is focused on the architectural style of
themain DOSNs. In the following, we provide a list of the currently
available DOSNs which will be investigated in this paper, along
with a summary of their architectural characteristics. Indeed, the
architectural styles used by currentDOSNs to provide their services
can impact the privacymechanisms, as well as the privacy of users.

The architectural style adopted by DOSNs is mainly based on
structured P2P architectures, such as OpenDHT in PeerSoN, FreeP-
astry in LifeSocial.KOM, Likir in LotusNet, DECENT, Cachet, Social-
Gate, and eXO. Indeed, these structured P2P architectures have
proven to be reliable solutions to deal with the dynamism of peers
(churn) and with load balancing. Structured P2P architectures are
very efficient for routing information based on a key and they are
exploited also to implement anonymous communications or to
get updated status information about a peer (such as, IP address,
online status, ports, etc.). In addition, structured P2P architectures
have proven to be very efficient in retrieving information man-
aged by the peers and several DOSNs exploit this advantage by
storing users data on the peers of a structured P2P network. As
for instance, PeerSoN, LotusNet, LifeSocial.KOM, Cachet, DECENT,
and eXo exploit a DHT to store and to replicate encrypted contents
of the users on the peers of the DHT. For this reason, data are
typically stored encrypted to prevent the owner from accessing
themand replicated ondifferent peers to increase their availability.
However, this solution has a limitation in case of relational data,
such as those generated by the DOSN users, which are typically
organized in logically connected structures (for example a post
with its comments and likes). Indeed, the DHT is not able to deal
efficiently with relational data because it needs many accesses in
order to retrieve the complete data structure, taking up to hun-
dreds of second [27]. For example, in order to obtain the complete
data structure concerning a post on the profile of a user u, the
applicants have to access the profile of u, retrieve the post, retrieve
the comments linked to the post and the likes related to both post
and comments. For this reason, the most part of the existing DOSN
systems exploit structured overlay networks to store a reference
to the peers having the user’s contents. As for instance, ProofBook
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replicates encrypted contents on the peers of the users entitled
to access these contents and it exploits Proof of Work in order to
mitigate DoS attacks towards the replica peers. Instead, SocialGate
requires user to deploy a gateway node which acts as router and
ensure higher data availability.

Behind these, there are also DOSNs (such as Diaspora, Friendica,
SuperNova, Persona, Vis-a-Vis and Vegas) that rely exclusively on
unstructured P2P architecture where all the users’ devices (or a
subset of them) can act as super-peers by providing different types
of services. This solution mitigates the overhead needed for a peer
to connect to the system because the absence of structure reduces
both complexity and prone to dynamism. As for instance, in Dias-
pora, Friendica, and SuperNova some users can decide to take part
of the federated network by acting as pods or Friendica servers.
In general, these DOSNs can provide either a semi-decentralized
or a hybrid storage service. In the first case, the contents of users
are stored on a sub-set of peers provided by users of the DOSN
(such as Diaspora, Supernova, or Friendica) while in the second
case contents are stored by third parties (such as Vis-a-Vis, Per-
sona, Contrail or Vegas). Depending on the assumptions made by
each DOSNs, contents can be stored either unencrypted (such as,
Diaspora, Vis-a-Vis, and Friendica) or encrypted. In the former case,
theDOSN requires the user to trust the peers that have been chosen
to store unencrypted contents. In addition, DOSNs based on semi-
decentralized data storage may or may not ensure replication of
the data on different peers for availability purpose. As for instance,
Diaspora, SocialGate, and Friendica, do not provide data replication
because they assume that peers chosen by users to store their
contents are very reliable. In fact, run a Diaspora pod requires a
lot of memory because the database grows very fast. In addition,
SocialGate enables users to select a mirror server in the case of
the home gateway is not reachable. In addition, computational and
network resources required by the server depend on the number
of users hosted by the pod and how much traffic the pod receives
from other pods. In case of a high number of data lookups the
robustness of semi-structured P2P system is heavily affected due to
the network congestion caused by numerous queries. Another ex-
ample is Friendica server, that requires to run PHP/MySQL/Apache
and other components to be installed.

Contrail, Vis-a-Vis, Persona, and Vegas, leverage external stor-
age system to ensure better scalability, performance and avail-
ability of data. Indeed, availability of contents is guaranteed by
exploiting external centralized data storage services, such as FTP,
WebDAV, Amazon S3, Google Drive, or Dropbox in Vegas and
Persona or Virtual Identification Servers in Vis-a-Vis, Azure Cloud
in Contrail.

Finally, many DOSNs which in the past relied completely
on structured or on unstructured P2P architectures, have been
redesigned to exploit a hybrid architecture that takes advan-
tage of both solutions. In particular, Safebook, My3, DiDuSoNet,
Prometheus, Gemstone, Soup and RetroShare have enhanced their
platforms by integrating both structured and unstructured over-
lays. In most of the proposed solutions, the structured P2P level is
used to find friends (e.g., RetroShare) or to find the peers where
data are stored (such as Safebook, My3, DiDuSoNet, Prometheus,
Soup, SocialGate, and Gemstone). The unstructured P2P level pro-
vides a semi-decentralized storage service which consists of the
peers selected by users to store their data and it is used to retrieve
the data from the corresponding peers. Instead, the structured P2P
level is used as an index to speedup the lookup of data and for the
routing. The most part of the DOSNs considered in this category
rely on the replication of the contents in order to increase data
availability, while contents can be stored either encrypted on dif-
ferent peers (such as Safebook, Prometheus, Soup and Gemstone)
or unencrypted on the peers of trusted friends. In the first case,
the DOSNs store user’s contents on any peers of the system while

in the second case contents are stored on a subset of the users
(super peers) in the system. However, the choice of the super peers
where to store replicas of the contents is typically demanded to the
users while only few DOSNs (such as Soup, DiDuSoNet, and [28–
30]) adopt trust models to automatically derive these super peers.
Table 1 classifies DOSNs according to their storage mechanisms
and specifies if the corresponding DOSN uses encryption (Enc) or
replication (Rep) of the contents, aswell as themain characteristics
of the privacy solutions exploited by current DOSNs (which will be
discussed in the next section).

3. Privacy requirements in DOSNs

Decentralized OSNs address the main privacy concern about
users’ data that affects centralized OSNs, because data are stored
on the peers of the users belonging to the DOSN or on some
storage server chosen by the user, and there is no central authority
that controls and stores such data. In addition, DOSNs users are
able to define privacy policies, i.e., (typically simple) statements
specifying who can access their contents. As a result, DOSNs shift
the control over users’ data to the peers that build up the system
(i.e., to the users these peers belong to), thus solving some, but
introducing new security issues, such as the one concerning the
confidentiality of users’ data with respect to the users providing
the peers where such data are stored. In particular, DOSNs ensure
data availability by allocating contents on the peers of users who
may not be authorized to access them according to the privacy
policies defined by the content owners. Consequently, the adop-
tion of a proper security support to protect the privacy of such
contents is required. Fig. 1 shows a graphic representation of the
privacy policy defined by a user U that defines the contents C =

{c1, . . . , ck} that each user belonging to the set A = {u1, . . . , ul}

can access. Since no centralized storage service exists in DOSNs,
contents c1, . . . , ck of U can be stored on the device of a user
p ̸∈ A (i.e., a user that does not belong to the set of authorized
users). Hence, privacy in DOSNs is guaranteed by allowing users to
express their preferences to decide which information should be
disclosed to the other users, while proper securitymechanisms are
exploited to protect the confidentiality of these contents in order
to disclose them according to the privacy preferences previously
defined. Based on the above considerations, we can identify the
following main features concerning privacy in DOSNs:

Privacy model: Privacy model is defined as the capability of the
DOSN to provide different types of privacy policies enabling the
users to specify the set of members who are entitled to access
their contents. Indeed, the way in which the users can express
the privacy preferences concerning their contents, on the one
hand, heavily impacts on the capability of the access control
mechanism and, on the other hand, increases awareness about
the audience accessing the contents. Typically, privacy policies
are simple statements specifying who has access to the user’s
contents in terms of a set of OSN features (such as friendship
type, interests, work, school,. . . ).

Privacy policy management: Once users have defined privacy
policies on their contents, the DOSNs framework must guaran-
tee that these policies are enforced on each content by using
proper security mechanisms. The enforcement of privacy poli-
cies ensures that user decisions are properly implemented and
the related contents are disclosed only to authorized people.
In addition, users are able to change their privacy policies by
adding new users or removing old users from the set of autho-
rized ones.
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Table 1
Comparison of the security mechanisms provided by current DOSNs.

Storage DOSN Enc Rep Schema Privacy policy

Decentralized DECENT ✓ ✓ Asymmetric, Symmetric, ABE selected contacts, attribute-based groups
LotusNet ✓ ✓ Asymmetric, Symmetric selected contacts, regular expression on content type
LifeSocial.KOM ✓ ✓ Asymmetric, Symmetric private, public, selected contacts
Cachet ✓ ✓ Asymmetric, Symmetric, ABE identity or attribute-based policy
eXO – ✓ public, private
RetroShare ✗ ✗ circles, selected groups, selected contacts, n-degree contacts
PeerSoN ✓ ✓ Asymmetric, Symmetric private, public, groups

Semi Decentralized Gemstone ✓ ✓ Symmetric, ABE attribute-based policy
Safebook ✓ ✓ Asymmetric, Symmetric private, group, attributes, trust level, depth
SuperNova ✓ ✓ Asymmetric, Symmetric private, public, selected contacts
ProofBook ✓ ✓ Asymmetric, Symmetric selected contacts, group
Soup ✓ ✓ ABE attribute-based policy
Prometheus ✓ ✓ Asymmetric relationship type, interactions, weights of the relationship, location
DiDuSoNet ✗ ✓ selected contacts, all contacts, Dunbar circles
My3 ✗ ✓ trusted contacts, all friends
Diaspora ✗ ✗ private, public, selected contacts
Friendica ✗ ✗ public, selected groups, selected contacts

Hybrid Persona ✓ ✓ Asymmetric, Symmetric, ABE private, group, selected contacts, attribute-based group
SocialGate ✓ ✗ Symmetric, ABE selected contacts, attribute-based groups
Vegas ✓ ✗ Asymmetric selected contacts, all friends
Contrail ✓ ✗ Asymmetric, Symmetric white-list (ACL),filter based on users’ identities, location, tags or

keywords of contents
Vis-a-Vis ✗ ✗ group admission based on friendship and credentials

Fig. 1. The elements of a privacy policy.

4. Privacy model

Each DOSN enables its users to protect their contents by defin-
ing privacy policies that determine the set of users authorized to
access each of them. The majority of existing DOSNs, provide to
the users a limited and predefined set of privacy policies based
on the knowledge derived from the social network, e.g., relation-
ships (friends, family, colleagues, etc.), groups, content or profile
information. For instance, some DOSNs allow their users to define
groups of friends, and to specifywhich groups are allowed to access
each of the content they publish. Table 1 summarizes the access
control options of current DOSNs by reporting the privacy policy
type and (if the case) the encryption schemes used by each DOSN
to enforce privacy policies. Themost part of current DOSNs protect
users’ contents by employing both asymmetric and symmetric en-
cryption. The details about the encryption schemes used to enforce
privacy policies will be discussed in Section 5. In the following
of this section, instead, we give a short description of the privacy
model supported by each of the DOSNs introduced in Section 2.

Diaspora. In Diaspora [9], the users define privacy policies based
on ‘‘aspects’’, i.e. groups of contacts which are part of one or more
aspects of the users’ life. Indeed, the ‘‘aspects’’ can be defined to
reflect common features of friends (such as common interests,
type of the relationships, etc.). The groups are visible only to their
owners in their profiles, but the group owner can decide whether
to make the identity of the group’s members visible to each other

(by creating public group) or visible only to the group owner
(by creating private group). The aspects mechanism can be used
only by the group owner to control the sharing of the contents
with the group members. At the moment of content creation, the
content owner may decide that the content is public, i.e. visible by
everyone, or may select the aspects with which he wants to share
the content.

Safebook. The privacy model of Safebook is sketched in [31] and
refined in [32]. Personal information of users is organized into
atomic attributes, and privacy policies based on these attributes
can be defined by each user. Contents (or artifacts) are logically
grouped by labels (such as Comments, Posts, Images, etc.) and on
each label a set of attributes is defined in order to be exploited in
privacy policies. In order to protect their contents, users can define
privacy policies based on the type (or label) of the relationship
(such as Family, Close friends, etc.), the depth (such as Friends,
Friend of a Friend, etc.) or the trust level of the relationship (i.e,
a numeric value that user assigns to each friendship relation in
order to indicate the level of confidence with the corresponding
friend). For these reasons, users can assign labels or attributes to
their relationships in order to define badges, i.e., set of contacts
having the same label and attributes. Users can also define their
custom groups of users, by choosingwhich of their contacts belong
to them (regardless of the relationship type). The group is visible
to any members, who are aware of the other users participating
in the same group. In addition, Safebook permits the creation
of private groups (named circles) and, in that case, membership
information are visible only to the owner of the group. Contents
can be private, i.e., they are not published, protected, i.e. they
are published encrypted on mirrors, or can be public, i.e., hey are
published on mirror nodes without encryption.

PeerSoN. PeerSoN [33] exploits the concept of ‘‘shared space’’ to
abstract social entities like groups, friend networks, or personal
profiles. Each shared space is a container for a set of data objects
like photo, albums, videos, and may be paired with a set of mem-
bers. PeerSoN allows its members to define simple access policies
based on individual user or private group of users. In particular, the
user is able to create a filegroup, which is a set of objects having the
same authorized readers. Group name remains visible only to the
owner of the group and the members of the same filegroup cannot
see each other.
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LotusNet. In LotusNet [34], access control is achieved using signed
grant certificates. The contents created by users are grouped using
content type (such as Status, Photos, Comments, etc.) and a grant
certificate is generated for each friend. A grant certificate consists
of the identities of the owner and of the granted user, an expiration
time and a regular expression that is a compressed list of all the
content types that can be accessed by the granted user. Grants are
pairedwith social contacts, rather thanwith shared resources. This
strategy allows LotusNet to limit the number of grant certificates to
the number of users, but does not allow the definition of granular
privacy policies for specific content. In addition, a grant certificate
created by user A for a user B implies that a social tie has estab-
lished between A and B. Through this mechanism, it is possible to
represent both directed and undirected social networks, depend-
ing on whether grants are reciprocated or not.

SuperNova. SuperNova [35] defines three privacy levels to be
paired to each content: public, protected, or private. Public con-
tents can be accessed by any user, while private contents are
accessible only by the publisher itself, for example for data backup.
Finally, protected contents are intended to be shared with a subset
of friends explicitly selected by the content owner. Authorized
users cannot see who is allowed to access the same content, but
they have information on all the peers, i.e. the storekeepers or
the super-peers, which store a replica of the profile of the user.
Furthermore, each storekeeper has information about all the other
storekeepers which are storing the node’s data.

LifeSocial.KOM. LifeSocial.KOM [20] does not allow users to define
complex privacy policies, but it provides a security layer [23]
where users are enabled to define Access Control Lists (ACLs) [36]
containing the identities of friends authorized to access a specific
content. In particular, when a content is created, the user creates
a privacy policy for that content by selecting the identities of the
users authorized to access it. In addition, users are able to create
public groups based on a common interest where both group name
and the identities of the group members are visible to anyone. At
the group level, privacy control requires that contents published
within the group are visible only to all the group members.

Vis-a-Vis. The main goal of Vis-a-Vis [37] is the sharing of geo-
graphic locations within large social groups, however the frame-
work can be exploited for sharing other social contents. Vis-a-Vis
allows its users to create privacy policies to restrict the sharing of
locations, based on public or private groups. At the moment of the
group creation, the group owner selects an admission policy for the
group defining the set of credentials corresponding to the mem-
bers authorized to access the group. Each user within the group
possesses a shared attribute. The credential set can be: (i) empty, in
the case of a public groupwith contents accessible to everyone; (ii)
shared attributed such as an inter-personal relationship with the
group owner (e.g., family, colleague, or classmate) or an interest
in a particular topic [37]. Each user of a group is associated to a
geographical region (e.g., hometown or current GPS coordinates)
visible to all members of the group. Geographical regions of users
are organized according to a hierarchical tree structure where the
higher levels of the tree represent coarse-grained areas (such as
countries, followed by states, counties) while lower levels of the
tree represent fine-grained regions (such as cities and places).
When a user u joins a group, u provides a set of geographic regions
that specify the geographic information that u want to share with
other group members.

My3. Members of My3 [38] leverage their trusted friends to en-
force privacy policies on the access requests. However, authors do
not specify the exact organization of the profile content and the
type of privacy policies that members can define on it.

Cachet. Cachet [27] allows its users to define two kinds of privacy
policies: identity-based and attribute-based (AB) policies. Identity-
based policies define accesses based on the identities of users. AB
policies, instead, are defined through logic formulas over attributes
and they are used to define access for a group of social contacts
sharing some common features. As for example, an AB policy can
grant access to users having attributes friend, coworker, family. In
particular, only the type and depth of relationships are used as
attributes of the AB policies. Each content may be protected with
three policies: a Read Policy which specifies the set of users that
can read the content, a Write Policy which is generally set to the
identity of the content owner, and an Append Policy which may
define, for instance, who can comment on post.

Persona. In Persona [39], users exploit attributes to model se-
mantic properties of their social contacts and to define privacy
policies based on them. The authors propose to use as an attribute
the type of the relationships among users (such as co-worker,
friends, friends of friends, etc.). In addition, users can organize their
contacts into private groups which are intended to be used by the
group owner. Indeed, groups and group memberships are visible
only to the groupowner. Thismakes groupmanagement in Persona
different from classical scenarios because the members of a group
may not necessarily be aware of each other. For instance, Alice
may post a message on Bob’s wall, encrypted for Bob’s friends,
without necessarily knowing the list of Bob’s friends. Groups can be
defined by selecting the identities of users to be added and they are
heterogeneous in terms of the type of relationships. The content
owner chooses whether to share the content in a private group or
by using the relationship type attribute.

eXO. In eXO [40], each user is able tomark a content only as public
or private. In the former case, the content can be seen by anyone
in the system because it is indexed by the DHT, while private
contents are visible only to users having a friendship relation with
the content’s owner. Similarly, the user’s profile may be public,
i.e., indexed and replicated by the DHT, or private, that is stored
only on the peer of the profile owner. In addition, a content can be
paired to a set of tags (i.e., terms that describe the content). How-
ever, tags on contents cannot be exploited during the definition of
the privacy policies.

Vegas. Members of Vegas [41] have few capabilities in terms of
privacy preference settings and they can exploit only a limited set
of privacy policies that allow them to share contents only with the
selected users orwith all friends.When users create a content, they
can choose whether to share it with to all users having a friendship
relation with them. Alternatively, the content owner individually
selects the friends with whom to share the content.

DiDuSoNet. DiDuSoNet [42] defines simple privacy policies that
are based on friendship relation. In addition, each user has a profile
which contains only public and private data. Public data can be
accessed by anyone while private data can be accessed only by
contacts having a friendship relation with the content owner.

Prometheus. Prometheus allows users to specify privacy policies
based on types of relationship, the labels associated to interactions
(such as Post, Comment, etc.), weights related to the trust of the
relationship, and locations specified by the users in their profiles.
Access Control Policies define white-lists, i.e. list of users who can
access the contents, but the user can also specify a black-list to
exclude some users. The information referred in the access control
policy may be explicitly derived from multiple external sources
provided by users, such as e-mail, blog, phone, or other DOSNs.
As for example, a privacy policy on trusted peers of a user u can
allow both LinkedIn friends and LinkedIn friend of friend to access
the work-related information of u. Labels play a fundamental role
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in the Access Control Policy definition. For instance, users and
contents may be grouped under labels to define proper policies.
For instance, a user may group all contents related to work under
the ‘‘work’’ label and restrict access to those contents only to users
characterized by the ‘‘co-worker’’ label, possibly excluding some
single user through the black list. The policies are stored on the
trusted peers of the users and they are evaluated when an access
request is received.

Gemstone. Users of Gemstone [43] are able to specify privacy poli-
cies based on distinct attributes (or properties) derived from the
OSN knowledge. In particular, the type of the relationship (i.e., the
label associated to the relationship itself) and profile information
of the users can be exploited to define privacy policies on contents.
The typical profile informationused as attributes of privacypolicies
is location and interest.

Friendica. In Friendica [10] each user is paired to a default public
profile which can be access by all the users. Users can restrict the
access on their profiles to the intended audience (based on, friends,
protocols, email addresses, and DNS location). In addition, a user
can maintain different personalities by creating distinct profiles,
each configured for the intended audience.

The users are able to organize their contacts in different groups
which can be used to restrict the access to the shared contents. In
addition, users can select multiple groups and specific friends that
are authorized/unauthorized to access the content. A visual editor
helps users to manage the members of groups, as well as, to select
the friends who can view a specific profile. In addition, Friendica
supports also the creation of (one-way) relationships (i.e., follower,
fan, etc.)

RetroShare. Users of RetroShare are able to create groups of friends
having different permissions. In particular, RetroShare imposes
that a friend cannot belong to two different groups of a user,
i.e., groups constitute a partition of the peers.2 In addition, privacy
policies for a single friend, all friends or friends of friends are also
provided. The privacy policies are defined by the content owner
by using flags provided by the visual group interface and each
content shared by a user can belong to zero or multiple groups.
Each content can be published by using three different sharing
option flags: (i) the green flag indicates that only friends in selected
groups can see and download the content, (ii) the blue flag enables
all the friends to see and to download the content, and (iii) the N
flag indicates that friends, but also friends of friends, and friends
who are at a maximum distance of N can download files.

In addition, a user can control the search visibility and anony-
mous access to the shared contents. As for example, users can
define a privacy policy that allows the sharing of a content anony-
mously with untrusted friends while it denies access to the mem-
bers of the family group. The groupowner selects a discovery policy
for each group that specifies the group setting’s visibility between
the members of the group. In particular, the group owner can
decide to allow/disallow: (i) sending information between friends
of this group; and (ii) sending information from peers of this group
to others.

Finally, in the latest version of RetroShare [44] users are able
to create circles, i.e., groups of (anonymous) identities, that can be
used to restrict the visibility to forums, channels, etc. A circle can
be: (i) Public: if members and contents are visible to any friends;
(ii) Private: if it is visible only to the members of the circle; or (iii)
Restricted: themembers and contents are visible only bymembers
of another circle, and (iv) Invited: visible to invited members who
explicitly join the circle.

2 http://retroshare.sourceforge.net/wiki/index.php/Groups.

Contrail. Users are able to define their privacy policies by exploit-
ing sender-side filters andwhite-list. In particular, a user can specify
a specific filter for each friend that accepts a content produced by
the friend as input and returns the authorization decision (true
or false). A content consists of a payload and application-defined
metadata that can be exploited by filters (such as GPS coordinates,
tags, or keyword on contents). The filter owner sent a filter installa-
tion request to the proper friend’s device. A white-list is defined by
each user in order to limit the installation of the filters to specific
users’ devices. As a result, the installation request only reaches the
friend’s device if the filter owner has been included in the white-
list of the friend. Once the friend accepted the filter installation the
contents produced by on his device evaluated by the filter and, if
the case, the new content is transmitted to the device of the filter
owner.

Soup. To ensure privacy of the contents users of Soup [45] are
able to define privacy policy based on attributes, which are mainly
related to the user’s profile and the relationships. Indeed, users
can assign to the relationships definedwith their friends attributes
that specify the type of relationship (e.g., colleague) or properties
related to the friend’s profile (e.g., lives in my city).

ProofBook. Users of ProofBook [46] are able to define privacy
policy based on either groups or friendships information. Indeed,
users can create private groups which reflect the different privacy
requirements. As for instance, based on their needs, users of Proof-
Book can define group of close friends, colleagues, or family. When
a user establishes a friendship relationship with another user, he
can decide to add this friend to one or several groups, depending
on his needs. In addition, the user can decide to keep out the new
friend from his private groups and to share some contents only
with a specific friend.

DECENT. The user’s profile of DECENT [47] is organized by ex-
ploiting hierarchical structure where the root object contains ref-
erences to other objects, such as albums, wall, friends, etc. Each
content is stored in a container object that consists of two main
component: the main content and a list of comments modeled
as references to other container objects. At the time of content
creation, the content owner defines three different privacy poli-
cies: (i) the read policy specifies who may read the contents, (ii)
the write policy describes who may modify the contents, while
(iii) the append policy specifies who may comment the contents.
As a result, the permission defined by user on the comments can
be more restrictive than the permissions on the corresponding
content. The policy could be: attribute-based, where a formula
over attributes specifies the set of authorized users, identity-based,
where identities of users are exploited, or a combination of both
types. Each user acts as key authority for their friends by assigning
arbitrary set of attributes to his friends.

SocialGate. The users’ of SocialGate are able to define privacy
policies based on different attributes. In particular, the policy could
exploit formula over friendship’s attributes to specify the set of
authorized users [48]. In addition, attributes can also refer to the
identities of users. Each user acts as key authority for their friends
by assigning arbitrary set of attributes to his friends.

4.1. Advanced privacy policy mechanisms

Besides the DOSNs previously described, there is a large collec-
tion of works that propose extensions to the existing approaches.

Authors in [49] propose the D-FOAF system: a Friend of
Friend ontology-based distributed identity management system
for DOSNs, where access control management is provided as ad-
ditional services. In D-FOAF, relationships are paired with a trust
level, and users define their access control policies in terms of

http://retroshare.sourceforge.net/wiki/index.php/Groups
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minimum trust level and maximum length of the paths (in terms
of friendship relationships) connecting the applicant to the content
owner. Authors in [50] extend the D-FOAF system by considering
the case of multiple types of relationships.

On the same line of research, the authors of [51] propose Lockr:
a system exploiting relationships among users within the DOSN to
specify privacy policy.

Authors in [52] propose a privacy mechanism based on trust
where each user has a reputation value computed by considering
the ratings specified by other users in the system. In particular,
each user is paired to an operating trust level that is used to de-
termined contents that can be accessed by the user. The operating
trust level is obtained by combining an input parameter provided
by the user and the reputation value of the user. The content cre-
ated by a user is paired to numeric confidence level which ranges
from 0 (for contents with higher exposure) to the operating trust
level of the content owner (for contents with limited exposure).
Each content created by a user is encrypted with a key Kc and
published on a set of trusted peers. Threshold based cryptography
is used as sharing scheme between the trusted peers. The user
operating at trust level τ can access the content c to the trusted
peers only if the confidence level of the contents is equal or less
than the operating trust level τ of the applicant.

Authors of [53,54] focused on a rule-based access controlmech-
anism for OSNswhere authorized users are denoted in terms of the
type of the relationship, the depth of the paths between two users
in term of friendship relations and the trust level of the existing
relationship.

Recently, Carminati et al. [55] proposed an access controlmodel
based on semantic web technologies where semantic web ontolo-
gies are used to model different aspects of the online social net-
work (relationship, properties of the users, relationship between
users and resources, etc.).

Authors of [56,30] proposed to exploit XACML [57] (a language
based on XML defined by the OASIS consortium) for defining com-
plex privacy policies that leverage the knowledge provided by the
DOSN (e.g., time, type of relationship, location, etc.). In addition,
authors of [30] propose to exploit such privacy policies to produce
smart contents allocation that meets the privacy preferences de-
fined by users.

Typically, the systems reviewed above, exploit privacy policy
languages for representing their policies. Privacy policy languages
are designed to define the privacy controls that both organizations
and users want to express. Privacy policy languages are expected
to be fairly simple.

Instead, the authors of [58] focused on the resolution of the
privacy conflicts arising from the process of data sharing. In par-
ticular, users are able to specify their privacy policies to grant data
access to the other users, based on their friendship relation, group
membership and identity. Each user is paired to a trust level while
each privacy policy for a content is paired to a sensity level, which
are both of numerical values defined by the user who specifies
the policy. The trust level indicates how much user trust another
member while the sensity level specifies the degree of protection
of the data, respectively. The resolution of a privacy conflict aims to
find an authorization decision (permit, deny) which ensure lower
privacy risk and lower sharing looseness. In particular, authoriza-
tion decision is computed as a function of the trust level and the
sensity level of the data, and the trust level of the applicant.

5. Privacy policy management

In order to enforce privacy policies, themajority of the solutions
proposed by current DOSNs are based on encryption mechanisms.
Other DOSNs [42,59,29], instead, exploit alternative approaches in
order to avoid the use of cryptography.

In the case of cryptography-based DOSNs, encryption mech-
anisms perform a data transformation in such a way that only
authorized users can understand the contents. For instance, to
achieve fine-grained access control, each content should be en-
crypted before being stored on the peers of the DOSN. In turn,
the secret key used to secure this content should be securely
distributed to the users who are authorized to access the contents
(see Sections 5.1 and 5.2). Consequently, even though a generic
user can retrieve the encrypted content stored on a peer, only
users who have the permission of the owner (i.e. the secret key)
can understand it. As a result, cryptographic mechanisms used for
privacy policy management introduce some overhead in terms of:
number of keys created and number of encryption operations.

Every time a user defines a privacy policy P(A, C) to protect
the contents in C , the DOSN must initialize it by generating the
encryption data structure, e.g., the cryptographic keys, required
to protect these contents, by distribute it among the proper set
of user, and by encrypting these contents before being stored on
the peers of the system. In addition, every time a user changes a
privacy policy, the related encryption structures meant to enforce
such policy must be properly updated as well to reflect the new
access rights, i.e., to update the set of users allowed to access the
related contents. For instance, if the privacy policy model is based
on the definition of groups of users, the initialization of a policy
concerns the creation of the group key and the distribution of this
key to the groupmembers. Every time the privacy policy is changed
by adding a new member to the group, the DOSN must properly
update the group key and redistribute it to the group members
in order to ensure that both the new member and the previously
authorized users can access future contents that will be published
on this group. This is clearly a performance issue, especially when
the set of authorized users specified in a privacy policy is large and
it is frequently updated.

The cryptographic systems used by the existing DOSNs are typ-
ically based on the combination of symmetric/asymmetric cryp-
tography or their variations (such as Attribute Based Encryption
or ABE [60]). In contrast to traditional public–private schemes, in
ABE, a set of descriptive attributes is used as an identity to generate
a secret key and to encrypt the data. Only the users who holds a
secret keywith the specified attributes are able to decrypt the data.

Table 2 summarizes the general notation used to represent
the key factors affecting the performance and the complexity of
a secure DOSNs. In particular, we consider the overhead intro-
duced by each DOSN for the enforcement of a general privacy
policy P(A, C) which grants to the set of authorized users A =

{a1, . . . , an} the permission to access the set of protected contents
C = {c1, . . . , cm}. Based on the previous analysis, we identified two
different operations that can occur during the life time of privacy
policies: Initialization and Update. In the following, we analyze in
more detail the overhead introduced by these operations.

5.1. Initialization

Privacy policies P(A, C) are defined by the content owner o in
order to allow users in set A to access the contents in set C . To
protect the confidentiality of the published contents, each privacy
policy needs an initialization phase before being properly enforced.
In general, the initialization phase concerns the creation of proper
cryptographic data structures, as detailed in the following for each
DOSN.

Diaspora. In Diaspora, initialization of a privacy policy does not
require any additional costs because storage of data on pods is not
encrypted [61]. Consequently, the pod administrator can access
all the profile data hosted by the pod and all the data published
by users. For this reason, several organizations and users prefer
to run their own pod because this provides them more privacy
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Table 2
Notations of the different aspects affecting the performance and complexity of a secure
DOSN.

Term Description

P(A, C) a privacy policy authorizing users A to access contents in C
A the set of authorized users A = {a1, . . . , an}
n the number of authorized users involved in a privacy policy
C the set of contents C = {c1, . . . , cm} protected by a privacy policy
m the number of contents protected by a privacy policy
GenKeyS time required to generate a symmetric key
GenKeyAS time required to generate an asymmetric key pair
GenKeyABE time required to generate a key with attributes for ABE
EncS time taken by a symmetric schema for the encryption of the data
EncAS time taken by an asymmetric schema for the encryption of the data
EncABE time taken by ABE for the encryption of the data

and control over their data. The communication between pods is
always encrypted (using SSL) and theDiaspora protocol usesHTTPS
as transfer mechanism between pods. Instead, the communication
between the pods and the users can support different levels of con-
fidentiality where data are can be communicated with or without
encryption.

Safebook. Safebook ensures the confidentiality of the protected
data by leveraging asymmetric and symmetric cryptography. Each
registered user is identified by a public–private key pair [32].
Contents C shared for a group of authorized users A are encrypted
with a symmetric data encryption key (DEK). Furthermore, the
owner generates a key encryption key (KEK) which is previously
distributed among the members of A using their individual public-
key. The DEK related to the contents C is encrypted by using the
key encryption key (KEK) and distributed among all users A that are
authorized to decrypt the contents of C [62].

PeerSoN. PeerSoN [21,33] initializes a privacy policy P(A, C) by
both exploiting symmetric and asymmetric encryption. Each user
in the authorization set A is paired with an individual asymmetric
keywhile contents in C are encryptedwith distinct symmetric keys
and distributed to the authorized users (or stored on the DHT). In
order to protect the confidentiality of contents, each symmetric
key of a content in C is securely distributed to the set of authorized
users A by encrypting it with their individual asymmetric public
keys.

LotusNet. In LotusNet, each user has a pair of RSA keys and an
OpenId3 account. A certification service validates the account and
produces a signed certificate containing the user’s OpenId and
a public key. Each authorized user in A is paired with a grant
certificate. Since grants do not hide the published contents in C
from the peers that store them (i.e., the peers of the DHT), contents
of C are encrypted with a unique symmetric key which is shared
with the set of authorized users A by using their asymmetric public
key. Indeed, the authors suggest the encryption of the full set of
contents in C with a single encryption key. When a replica peer
receives a request for a protected content, it verifies the identity of
the querying peer by asking for a valid grant. If a valid certificate
is provided by the applicant, then the replica peer returns the re-
quested encrypted contents. Finally, the applicant uses their asym-
metric private key to obtain the symmetric content key previously
shared by the content owner and decrypts the related contentwith
it.

SuperNova. We recall that in Supernova contents are replicated
on storekeepers, list of users who have agreed to keep a replica.
These nodes are not necessarily authorized to access the content.
SuperNova [35] uses a cryptographic storage system [63] to enable
secure storage on these untrusted nodes. Contents are organized

3 http://openid.net/.

in filegroups, i.e., groups of files with the same privacy policies.
Filegroups are protected using a symmetric (DES) key, called file-
block key, which is exchanged on-demand (via a secure channel).
When users want to access a content, they contact the content
owner (or other readers), in order to obtain the relevant key. Every
file is divided into several blocks where each block is encrypted
with a symmetric key. A traditional (k, n)-threshold based secret
sharing protocol [64] is exploited to split the contents into n parts
where only k of them are required to reconstruct the secret. The
authors propose to use this schema for delegating access control
and key distribution.

LifeSocial.KOM. LifeSocial.KOM exploits Access Control Lists (ACL)
to enable a fine-grained access control. Indeed, compared to Capa-
bility Lists, ACL is the most suitable solution in a content centric
network. In LifeSocial.KOM [20,23], each user belonging to the au-
thorization setA of the ACL is pairedwith an individual asymmetric
RSA key (1024-bits key length). The public key is used to uniquely
identify and authenticate users. A single symmetric AES key (128-
bits key length) is created for all the contents published in C and
each content c ∈ C is encrypted, individually, with the symmetric
content key. In turn, the symmetric content key is encrypted with
the individual public key of each of the authorized users in A, and
the resulting list of encrypted keys is attached to the encrypted
content. The resulting item, signed by the owner of the content,
contains all the information to enforce access control and may
be stored on any peers of the DOSN. Authors of [23] analyzed
the overhead (in terms of time and storage) introduced by the
enforcement of the access control policies, for different number of
authorized users (from 1 to 200). The cryptographic mechanisms
affect the traffic speed or the storage space by introducing an
overhead of about 2 KB on each stored content. Each additional
privileged user introduces a data overhead of about 413 bytes and
encryption takes 89 ms for 200 privileged users.

Vis-a-Vis. We recall that Vis-a-Vis assumes that users have chosen
an external service provider (VIS) which stores and maintains
their data available to other users. A basic assumption [37] is that
users trust their storage services. Hence, the contents of the users
are stored unencrypted on their Virtual Individual Servers (VIS).
This basic assumption is based on the observation that the could
providers’ business model does not allow third parties to exploit
the contents produced by their users, like Facebook or Twitter, but
it is focused on providing on demand computational resources to
users. Users are identified by a self-signed key pair. The private
keys of the users are securely stored by their VISs, thus allowing
the VISs to act as a proxy for the users. The DOSN requires that
users properly configure the privacy policies on their providers.
In particular, the VIS of the group founder initially manages the
privacy policies of that group. The membership management may
be dynamically delegated to othermember of the group, during the
group lifetime. The IP address of the owner and the owner’s public
key are distributed out of band.

http://openid.net/
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My3. In order to avoid encryption mechanisms for access control
and content storage, users’ data are stored unencrypted on the
devices of their trusted friends (trust proxy set) [38]. The trust
proxy set is directly defined by each user and peers of the trust
proxy set must enforce the privacy policy on the contents behalf of
the user.

Cachet. In Cachet [27], users’ data are protected by EASiER [65]:
a cryptographic hybrid structure where privacy policies P(A, C)
are enforced by using traditional public–private key and Attribute-
Based Encryption (ABE) [60]. Policies are defined by the owner at
the time of content creation. Each content of C is encrypted with
a randomly chosen symmetric encryption key and the symmetric
key used to encrypt the content is encrypted with ABE secret key
related to the attributes used in the privacy policy. Users are paired
with ABE user keys which specify the values of the attributes char-
acterizing them. Users who do not satisfy the attributes specified
by the ABE secret key in the privacy policy cannot decrypt the
content. For instance, a user may define the attributes (friend, col-
league, neighbor), and generate keys for interesting combination of
attributes (e.g., colleague ∧ friend, neighbor ∧ colleague). Then, a
user can assign these keys to other users and encrypt the contents
with a proper ABE policy. After the contents have been retrieved,
they are cached unencrypted on the host of the applicant.

Persona. In Persona, each user initializes a privacy policy P(A, C)
by generating a new symmetric content key for each content of
C . Each symmetric content key is encrypted either by using a
traditional public key or ABE schema. In the former case, the user
sends to the members of the group A the symmetric key encrypted
with the public key of eachmember. In addition, the group keymay
be asymmetric in the case of the group owner wants to allow users
which are not members of the group to encrypt messages for the
group as well. In the latter case, the symmetric content key of a
content is encrypted with an ABE secret key which grants access
only to the users having specific attributes’ values. The encrypted
contents are stored on a specified storage servicewhichmake them
available to the authorized users. The integrity of the contents is
not ensured since Persona assumes that storage services are not
interested in tamperingwith users’ data. In addition, Gunnar Kreitz
et al. [66] focus on the problem of ABE cryptographic primitives
that hide the user’s data but reveal access policies. They introduce
predicate encryption (PE) [67] in order to hide the user’s data
without revealing the access policies. A user’s profile is defined as
a set of multiple objects encrypted for different users and Bloom
filter is used to store users who can decrypt the objects.

eXO. The contents shared by users of eXO are stored unencrypted
only on the peers of the owners of such contents [40]. The content
owner decides whether the added user can access the contents al-
ready published. Similarly, the content owner can decide whether
still allowing a removed user to access the contents published
before his removal. In addition, authors claim that users can decide
autonomously to replicate contents on the set of the adjacent peers
in the DHT. However, they do not specify if the content on the DHT
is stored encrypted or not.

Vegas. In Vegas [41], each user owns an asymmetric key pair for
each of his friends. When a user B establishes a friendship relation
with another user S, the user B creates a newpublic–private key for
S and he sends the related public key to S. In the same way, user B
receives the public key for him created by user S. As a result, a user
with n friends has to manage 2n public keys and n private keys.
Initialization of a privacy policy P(A, C) requires the encryption of
each content of C with a new individual symmetric key, which is
securely distributed to the users of A by using their public keys.

DiDuSoNet. In DiDuSoNet [42], a privacy policy P(A, C) simply
enables access the users’ content to all the friends. The contents
in C related to a privacy policy P(A, C) are stored unencrypted on
the peers of trusted friends (i.e., friends of the content owner).
Trusted friends are in charge of regulating access control by provid-
ing contents only to authorized users and they are automatically
derived from the OSNs by considering tie strength [68,69] of the
relationships (in terms of amount of interactions).

Prometheus. Prometheus [70] enforces a privacy policy P(A, C) by
exploiting public/private schema, access control lists, and trusted
peers. At registration time, the user creates an individual pub-
lic/private key pairwhich is used to authenticate the user’s account
and to protect the cryptographic keys shared by user. In addition,
each user specifies the trusted peers thatwill contribute tomanage
his contents and creates a unique asymmetric group key for the
trusted peers. The asymmetric group key is sent to each trusted
peer by encrypting itwith thepublic key of the owner. Each content
created by a user is paired to a privacy policy P(A, C) and it is
securely sent to the trusted peers by using the public group key.
As a result, the trusted peers can decrypt the user’s contents. The
policy of the contents are encrypted with the public group key
and stored on the DHT. In addition, privacy policies are also stored
on the trusted peers selected by the content owner. The trusted
peers enforce the privacy policies when the corresponding content
is requested.

Gemstone. Gemstone [43] exploits both symmetric encryption
and ABE to protect the privacy of contents. Initially, users assign
attributes to their friends, create new ABE keys based on these
attributes, and send the keys to their friends. Given a privacy policy
P(A, C), each content of C is encrypted by using a new symmetric
key. Finally, each symmetric key is encrypted, by using ABE, with a
combination of attributes so that only users who have the required
attribute can decrypt it.

Friendica. The users of Friendica [10] are uniquely identified by
exploitingOpenId, an open standard and decentralized authentica-
tion protocol. Each content published by a user is controlled by four
access lists that specify the individuals authorized/unauthorized
to access the content, and the groups authorized/unauthorized to
access the content. Each user is paired to a user-name and pass-
word which are used to log in the system. The contents published
by a user are sent to the corresponding Friendica server through
a secure channel. When a content c is shared, the Friendica server
of the content owner propagates c to the Friendica servers of the
recipients. Traffic between Friendica servers can be encrypted de-
pending on the configuration of the involved servers. The contents
along with their privacy policies are stored unencrypted on the
database of the Friendica servers.

RetroShare. Users of RetroShare are identified by using a public
PGP certificate (with 4096 bits RSA key), which provides a web of
trust between friends. In order to establish a friendship relation,
the involved users must exchange their PGP certificates. Option-
ally, they can also sign the keys of their friends in order to approve
the friends’ identities and provide a higher level of trust for friends.
After the creation of a new profile, a user can register one or
more devices where a RetroShare instance is running by creating a
unique SSL certificate for each device. Each SSL certificate is signed
with the PGP key, encrypted with the PGP key (along with the SSL
passphrase), and stored on the corresponding peer. When the user
u logs in RetroShare, u must provide the PGP passphrase in order
to decrypt the SSL passphrases by using the private PGP key. The
unencrypted SSL passphrase and the SSL certificate are both used
to initialize secure communication between friends.

In RetroShare, the content published by a user correspond to
shared folders which are located on their local device. All files in
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this folder will be hashed (with SHA1) and a special link item is
created. The link is used to share the (hash of the) content, to
access the collection paired to the content, and to download all
files linked to it. Due to the hash of files, the shared folders will
not share immediately but after 2 min or up to 1 h, depending on
the number of files in the shared folder. The list of shared folders,
as well as the friends’ lists are stored encrypted on the device of
the owner by using the SSL private key of the device. For storage
efficiency, the total number of shared files anddirectories is limited
4,194,303 for a maximum number of 1023 friends. Since contents
are stored unencrypted on the users’ devices, the administrators
of RetroShare recommend to encrypt the home directory of the
devices, so that SSL certificates and PGP keys cannot be retrieved
by exploiting brute force [71].

Contrail. Users of Contrail are identified by exploiting their user
id and their asymmetric key pair. Firstly, the user has to edit his
white-list by adding the identifiers of authorized members. In or-
der to ensure delivery of the contents, the filters of the authorized
users must be installed on the device of the content producer [72].
A message intended to an individual user is encrypted with a
symmetric key thatwas shared through the public keys of the users
at the moment of the creation of the friendship relation.

Instead, the contents shared with multiple authorized recipi-
ents are encrypted with a freshly symmetric key and then include
this symmetric key is encrypted separately with the public key
of each authorized member. In addition, the symmetric keys used
to encrypt contents are cached and reused when other contents
are sent to the same set of interested users. Authentication of the
contents is achieved hash of the content and asymmetric signature.

Soup. Users of Soup [45] are uniquely identified by exploiting
1024-bit public key. Confidentiality of the contents are ensured
by securing a content with an ABE secret key which grants access
only to the users having specific attributes’ values. The encrypted
contents are stored on the selectedmirror nodeswhichmake them
available to the authorized users and cannot access them.

ProofBook. In ProofBook, each user can create a privacy policy that
grants access to either a group of users or to an individual friend.
Each user’s device is uniquely identified by using a public/private
key pair which is used for securely exchanging either the sym-
metric group keys which correspond to different group defined by
the user or the individual symmetric key of the friend. In the first
case, the symmetric group key is shared with all the authorized
members while in the latter case the symmetric individual key is
shared only with a specific friend. In both cases, the symmetric
keys are exchangedwhen a user establishes a new relationship and
the public key of the authorized user is exploited to protect the
communications. Each content created by a user is encapsulated
in a container structure which includes the identity of the content
owner, a signature of the content, and other useful information
related to the content.

DECENT. Contents ofDECENT’s users are stored onuntrustedpeers
andprivacy policy are enforced by exploiting both symmetric (AES)
and ABE schema [47]. Each user generates an ABE public, the
master secret keys, and signature key pair for the policies. The
user generates an ABE secret key which meets the attributes of
the privacy policy and distributes the ABE key out of band. The
contents C created by the user for their friends are individually
encrypted with a random symmetric content key, which governs
who can read the content. The write and the append policies are
enforced by exploiting both cryptography and specialized DHT
functionality. The content owner creates a reference to the content
in his profile and he encrypts the symmetric content key for the
correct attributes. Indeed, write and append requests are enforced

only if sender has successfully produced the corresponding signa-
ture based on public/private (RSA) schema. When a user wants to
read the content, he finds the reference to the content and decrypts
the symmetric content key with his ABE secret key obtained from
the content owner. Then the user can retrieve the object from
the DHT and decrypts the encrypted fields using the symmetric
content key. Integrity and authenticity of the contents is ensured
by exploiting DSA signatures.

SocialGate. The contents of the SocialGate [48] users are securely
stored on their private gateways or mirror servers by exploiting
ABE. As in the case of DECENT, each user generates an ABE public
and themaster secret keys. The previous keys are exploited by user
in order to generate an ABE secret key which meets the attributes
of the privacy policy. The authors do not specify how the ABE key
are distributed to the authorized users and we assume that they
are exchanged out of band. The contents C created by the user for
their friends are individually encrypted with a random symmetric
content key, which is in turn encrypted with the proper ABE key.

5.2. Updating privacy policies

DOSNs allow their users to update the privacy policies P(A, C)
they defined. In particular, at a given time t , a user can change the
set A of his contacts allowed to access his contents by adding a
new user u or removing an existing one w. In this case, A′ is the
set of updated members (where, respectively, A′

= A ∪ {u} or
A′

= A\{w}),whileC is the set of contents that have beenpublished
before time t andC ′ is the set of newcontents thatwill be published
after time t . When the set A of a privacy policy is updated, each
DOSN adopts its own strategy to manage the permissions on the
new contents in C ′ and on the contents in C . In order to classify
such strategies, in the followingwe define three properties, andwe
investigate whether each of the considered DOSN ensures them or
not. If the privacy policy P(A, C) is updated by adding a new user
u, we say that the DOSN satisfies the Backward Secrecy property if
P(A, C) → P(A, C) + P(A ∪ {u}, C ′), i.e., the new member u cannot
access the contents already belonging to C before the policy update
while the old members of A can still access such contents. The new
contents that will be published after the policy update (the ones in
C ′) can be accessed by both the new user u and the oldmembers in
A. Instead, the Backward Secrecy property is not guaranteed when
P(A, C) → P(A ∪ {u}, C) + P(A ∪ {u}, C ′) where C and C ′ include
the contents published before and after time t , respectively.

Similarly, in case a user w ∈ A is removed from A, we say
that the DOSN ensures the Forward Secrecy property only when
P(A, C) → P(A, C) + P(A \ {w}, C ′). In such a case, none of the
contents that will be published in C ′ after the removal of w from
A will be disclosed to w because w is not an authorized user any
longer. In addition, we say that the Backward Right Revocation
property was not ensured in the previous definition because the
user w can still access the contents in C , i.e., the contents which
have been published before his removal. Instead, when P(A, C) →

P(A \ {w}, C) + P(A \ {w}, C ′) we say that the DOSN also ensures
the Backward Right Revocation property because the contents that
are in C are not accessible to w any longer after his removal from
A.

The implementation of the policy update operations could af-
fect the performance of the DOSN system as new cryptographic
keys could be generated and some encryption/decryption opera-
tions could be performed in order to properly enforce the require-
ments above. Hence, in the following of this section, we describe
how the policy update operations are implemented in the main
DOSNs.
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Diaspora. In Diaspora, once a user u has published some contents,
he cannot change the set of aspects he allowed to access them [61].
Hence, themodification of a privacy policy is not permitted inDias-
pora. Indeed, the development team suggest tomake a newversion
of the content and share it to a different aspect. Instead, users can
add new members or remove exiting members from the aspects
they defined.When a new user is added to an aspect, such user can
ask for all the contents that have been published for that aspect. As
a result, the backward secrecy property is not guaranteed. When
a user is removed from an aspect, he cannot access new contents
published for that aspect (i.e., forward secrecy is enforced) because
the removed user will be no longer considered when new contents
will be published. In addition, Diaspora guarantees the backward
right revocation property because the removed user cannot ac-
cess anymore the contents previously published for that aspect.
However, the enforcement of this property on the already existing
contents cannot be fully guaranteed because if the removed user is
a pod administrator, he can still access old contents of the aspect
stored in his local memory.

Safebook. In Safebook [31,62], in order to remove auser fromA, the
symmetric DEK key of each of the contents in C is refreshed and
distributed to the current members of A. However, the contents
in C will not be encrypted again with the new DEK key and will
still be accessible by the removed user as long as they are not
modified. Indeed, the newDEK keywill be used to encrypt the new
contents, while the existing contents will be encrypted with the
new key only in case they are updated by the content owner. As
a result, in case of removal of an authorized user from the privacy
policy, Safebook ensures the forward secrecy property, but it does
not ensure the backward right revocation property. In the case of
the addition of a newmember to the set of authorized users A, the
symmetric DEK keys used to encrypt the contents of C will not be
changed and DEK keys are securely distributed to the new user by
using his public key and the KEK key. As a result, the addition of
a new user to A does not ensure the backward secrecy property,
because new members of A are able to access the data previously
published in C .

PeerSoN. To add anewuser toA, in PeerSoN [21,33], the symmetric
keys used to encrypt the contents in C are encrypted with the
public key of the new user. In this way, the new authorized users
are able to access also the existing contents. Hence, the backward
secrecy property is not guaranteed. In the case of user removal
from A, the contents already published in C before the removal of
user are decrypted and re-encryption with a new symmetric key,
whichmust be no longer accessible to the removed user.Moreover,
the key used to encrypt the contents that will be published after
the user removal will not be made available to the removed user.
As a result, the revocation of the access to a user ensures both the
backward right revocation and the forward secrecy properties. A.
Datta et al. [64] propose to use threshold-based scheme to address
the problem of backup and recovery of the user’s private key in
a network of untrusted servers. To improve security of the secret
sharing protocol they propose a mechanism to select the most
trustworthy delegates based on the social relationships between
users.

LotusNet. In LotusNet users are able to change the relative grant
certificates in order to grant access to new members not in A
or deny access to existing members removing them from A [34].
When a new user is added to A a grant certificate is created and
distributed to the new user. The contents published before the
addition of the user remains encrypted with the same symmetric
content keys, which are securely distributed to the joining user by
using their asymmetric individual key. A user asking for a content
must provide a valid grant certificate in order to download all the

encrypted contents published in C , this decrypting the contents
with the corresponding symmetric content key. As a result, the
backward secrecy property is not ensured by LotusNet because
the new member can access all the contents published before the
modification of the privacy policy.

In contrast, when a member is removed from A the removed
member u is not allowed to download the new data published in
C ′ because he has not a valid certificate. As a result, the forward
secrecy property is guaranteed. However, the user u can still access
the contents in C published before his removal because u holds the
symmetric keys of such contents. As a result, the backward right
revocation property is no ensured. The authors propose a solution
based on a lazy revocation schema, i.e., the contents already in
C when u was removed from A are re-encrypted with the new
symmetric key only when an authorized member modifies them.
However, this solution is not effective because the majority of
contents shared in OSNs are never modified [34].

SuperNova. Users of SuperNova [35] are able to change a privacy
policy P(A, C) by adding the identity of a new member to the
set of authorizing users A [63]. In such a case, the new member
is enabled to request (via a secure channel) the symmetric file-
block key of the contents in C and uses it to decrypt each con-
tent. Consequently, when the policy is modified for granting the
access to newmembers, Supernova does not ensure the backward
secrecy property because the new members can access all the
contents published before their join. SuperNova allows the owners
of contents to revoke the rights to access the contents already
published (i.e., in C) to some users by following a lazy-revocation.
In this approach themember is removed from the set of authorized
users A but the file-block key used to encrypt the contents in C
is changed only when the content is updated. In particular, for
each revocation a new version of the filegroup is generated. The
new filegroup version contains the updated contents, re-encrypted
with a new file-block key. The new file-block key is exchanged
on-demand and revoked users can still read unchanged contents
in C but they are not able to read both updated contents or new
contents published after their removal. Hence, Supernova ensure
the forward secrecy property but it does not fully guarantee the
backward right revocation property.

Lifesocial.KOM. In Lifesocial.KOM, a privacy policy P(A, C) can be
modified by granting access to a new member u [23]. In this case,
each content of C ismodified, by appending to the list of authorized
users the symmetric key of the content encrypted with the indi-
vidual public key of the new authorized member. By default, the
backward secrecy is not ensured because the contents published
beforeuwas added toA are accessible tou. In order to revoke access
right on contents in C to an authorized user in A, each content of
C is modified by removing from the list of authorized users the
key related to the removed member. However, it is possible that
the removed users have stored the symmetric content key on their
local peers to access the contents whenever they want, even if
the content owner has denied access to them. For this reason, the
affected contents are re-encryptedwith a new symmetric key. As a
result, the removed user cannot access old contents published be-
fore his removal because they are encryptedwith a new symmetric
content key which is shared only with the authorized members,
thus ensuring the backward right revocation property. In addition,
each new content published by the user is encrypted with a new
symmetric content key which is shared only with the member left
in A′.

Vis-a-Vis. Vis-a-Vis [37] assumes that users have chosen an ex-
ternal provider (VIS) for the storage service. Access control is
delegated to users, that have protected their contents by properly
configuring the privacy policies with their providers.
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My3. My3 avoids the enforcement of privacy policies by using en-
cryption mechanisms and exploits trust friends for access control
and storage of unencrypted contents [38]. As a result, changes in
privacy policies are directly communicated to the set of trusted
proxy, which enforce them behalf of the user. Backward secrecy
can be ensured to prevent new members to access the contents
published before they join the set of authorized users, although no
specificmechanisms are provided. Forward secrecy can be ensured
in the same way as well. However, when the removed members
belong to the set of trusted proxies, they will be still able to see
some old contents because a copy of those contents is stored on
their devices. As a result, My3 does not ensure the backward right
revocation property.

Cachet. Users of Cachet [27] are able to modify their privacy poli-
cies P(A, C) in order to grant access to a new user or to revoke
access to previously authorized members [65]. Cachet assumes
that each user has obtained a fresh individual ABE key which
contains the updated values of their attributes. Each content of C is
encrypted, individually, with a symmetric key and the symmetric
key is encrypted with an ABE content key where access policy is
attached to the encrypted item. As a result, the addition of a new
member requires the creation of an ABE user key whose attributes
satisfy those of the privacy policy. The backward secrecy is not
ensured because newmember can access all the contents thatmeet
its attributes, even if these contents have been published before
the newmember was added to A. Users are also able to change the
privacy policies P(A, C) of the contents already published in order
to deny access to a previously authorized member. In this case,
the ABE content key must be refreshed to consider the new access
policy which is used to shared future contents with the members
left in A′. However, this is not enough to ensure that contents
already published in C cannot be accessed by the removed users
because they can store locally the symmetric key used to encrypt
the contents C . As a result, the backward right revocation property
is ensured by refreshing all the symmetric keys used to encrypt the
contents of C and by encrypting these with the ABE content key
related to the new privacy policy.

Persona. In Persona, a privacy policy P(A, C) defined by a user can
accept new authorized members whose attributes’ values satisfy
those of the ABE access policy. For this purpose, the new mem-
ber obtains an ABE key which meets the attributes defined by
the privacy policy and use it to decrypt the contents of C . The
backward secrecy cannot be properly guaranteed because all the
contents in C can be accessed by the new member. When a user is
removed from A, Persona ensures the backward right revocation
property by re-encrypting all the contents already in C with a
new individual symmetric key.Moreover, it is necessary to encrypt
the new individual symmetric key with an ABE access policy that
meets the attributes defined by the privacy policy. By using this
approach, the removed member will no longer be able to obtain
the symmetric key of the contents in C , thus enforcing backward
right revocation property. In addition, the removed user cannot
access future contents because their symmetric individual keys
are encrypted with an ABE access policy that meets the attributes
defined by the new privacy policy, thus enforcing the forward
secrecy.

eXO. Users of eXO can store unencrypted contents on their local
peers and changes in privacy policies are directly enforced by
the content owner [40]. Since contents are stored on the local
device of the content owner, users are able to prevent both new
members fromaccessing old contents (backward secrecy property)
and the removedmembers to accessing the new contents (forward
secrecy). Eventually, the backward right revocation property with
respect the removal of a user can be directly guaranteed by the
content owner, whichmay decidewhether to share or not contents
already published with the removed user.

Vegas. When the user changes a privacy policy P(A, C) by adding a
newmember to the set of authorized user A, he has to notify all the
contents in C to the new member. For this reason, the symmetric
key of each content is encrypted with the individual public key of
the newuser and it is sent to him/her. By default, backward secrecy
is not ensured but, eventually, it can be guaranteed by disclosing
only the symmetric keys of the new contents in C published after
the join of the new user [41]. Instead, key revocation introduces
more overhead since it requires the re-encryption of each content
with a new individual symmetric key and the distribution of such
keys to the newmembers (by using their asymmetric public keys).
Therefore, backward right revocation property is ensured because
the removed member can no longer access old contents in C .

DiDuSoNet. In DiDuSoNet [42] changes in privacy policies are di-
rectly enforced by the content owner and do not introduce any
overhead because contents are stored unencrypted on the peers
of trusted friends. By default, the backward secrecy property with
respect to user’s addition is not guaranteed because the newmem-
ber can access all the contents published after their join. Instead,
DiDuSoNet ensures the forward secrecy property when a privacy
policy is updated by denying access to a member because the
removed user cannot anymore access old contents. In addition,
the backward right revocation property is not ensured because it
requires the reallocation of the contents on the new users’ peers
who are authorized to access them.

Prometheus. The user of the Prometheus [70] are able to modify
a privacy policy P(A, C) by adding a new member to the set of
authorized users. For this reason, the content’s owner executes
a three-way handshake procedure that allows the secure sharing
of the public/private group key with the new member. The pub-
lic/private group key is used to encrypt content of C . As a result,
the new members will be able to decrypt all the contents of the
privacy policy by using the public/private key exchanged in the
previous step. The backward secrecy is not guaranteed because the
newmember is able to access all the contents published in C .When
a user decides to remove a member from the trusted group of a
privacy policy, he submits an unsubscribe multicast request to all
members of the privacy policy (except for the removed user). The
affected users’ peers generate a new public/private group key for
the privacy policy which is distributed to all the authorized users.
The backward right revocation property is not guaranteed because
old contents remain encryptedwith the old group key and they can
still be accessed by the removed user.

Gemstone. InGemstone [43], newmembers havingABE keywhose
attributes satisfy those of a privacy policy P(A, C) are authorized to
access the contents of C . The backward secrecy cannot be property
guaranteed because all the contents in C remain visible to the new
member. Instead, deny access to a member of A requires the re-
encryption of each content of C with a new individual symmetric
key in order to avoid disclosure of old contents. In addition, each
symmetric key is encrypted with ABE by using an access policy
which meets the attributes defined by the privacy policy. In this
case, the removed member will no longer be able to obtain the
symmetric key of both old and new contents, thus preventing both
forward secrecy and backward right revocation property.

Friendica. In Friendica, users are able to change the composition
of their groups by removing members or adding new ones to the
access control list of the groups. When a new member is added
to the group, he will be able to access future contents and old
contents published in the group. As a result, the backward secrecy
property is not guaranteed in the case of user addition. Instead,
a user removed from a group cannot access future contents that
will be published in the group (forward secrecy), but he can still
access old contents already published in the group because users
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authorized to access the content have permanent permissions. As
a result, the backward right revocation property is not guaranteed
because, once a user has created a content and shared it with a
group, the content has been delivered to the Friendica servers of
the recipients. For this reason, the content owner cannot anymore
change the privacy policy assigned to the content by restricting
access to some users in the group. In such a case, the Friendica
suggests to delete the content by sending a delete notification to
everybody who received the content [73].

RetroShare. Users of RetroShare are able to edit permissions on
contents shared with their contacts. Privacy policies on shared
contents are directly enforced by the content owner, when the
content is requested by a member. As a result, the peer of the
content owner ensures that new member of the group can access
the contents that will be published for that group. The backward
secrecy property is not provided because the new member can
access also the contents already published in the shared directory.
Similarly, revoking access right to a user is directly enforced by
the peer of the content owner, which denies the access to the re-
moved user when he requests the contents (i.e., enforcing forward
secrecy). However, deny access to a member does not ensure the
backward right revocation property because it is possible that the
users removed from a group have stored a copy of all the contents
in their local storage.

Contrail. In Contrail, users are able to change the set of authorized
member by removing members or adding new ones to the white-
list. In addition, the corresponding filters must be installed (or
removed) from the user’s device. When a new member is added,
he will be able to access future contents but he cannot access old
contents published in the user’s profile. As a result, the backward
secrecy property is guaranteed in the case of user addition. Instead,
a user removed from the white-list cannot access future contents
that will be published by user in his profile (forward secrecy), but
he can still access old contents already published in by the profile
owner because they are permanently moved from the cloud to the
users’ devices. As a result, the backward right revocation property
is not guaranteed. However, it is possible to set expiry times on
contents in order to delete the contents from the cloud’s storage if
the recipients of the contents do not connect to the system before
the end of the expire time.

Soup. Authors of Soup [45] do not specify how the privacy policy
P(A, C) defined by a user can be updated. For this reason, we
assume that they are enforced by using a strategy that is similar
to other DOSNs based on ABE schema (such as Persona, Gemstone,
or Cachet). In particular, a privacy policy P(A, C) can accept new
authorized members whose attributes’ values satisfy those of the
ABE access policy. For this purpose, the new member obtains an
ABE key which meets the attributes defined by the privacy policy
and use it to decrypt the contents of C . The backward secrecy
cannot be properly guaranteed because all the contents in C can be
accessed by the newmember. Instead, deny access to a member of
A requires the re-encryption of each content of C with a new indi-
vidual symmetric key in order to avoid disclosure of old contents in
order to ensure the backward right revocation property. Moreover,
it is necessary to encrypt the new individual symmetric keywith an
ABE access policy that meets the attributes defined by the privacy
policy. By using this approach, the removedmemberwill no longer
be able to obtain the symmetric key of the contents in C .

ProofBook. To add a new user to A, in ProofBook [46], the symmet-
ric group key used to encrypt the contents in C are encrypted with
the public key of the newuser. The newauthorized users are able to
access also the existing contents, by requesting them to the other
authorizedmembers or to the content owner. Hence, the backward
secrecy property is not guaranteed. In the case of user removal

from the group A of authorized members, a new symmetric group
key must be created and shared only with the members of the
group. In addition, the new symmetric group keymust be no longer
accessible to the removed user. The contents already published in
C before the removal of user cannot be re-encrypted with a new
symmetric group key because they have already been distributed
to different authorized peers. As a result, the revocation of the
access to a user does not ensure the backward right revocation.
However, the future contents and the update of old contents will
no longer accessible to the removed users, hence enforcing the
forward secrecy properties.

DECENT. When the user changes a privacy policy P(A, C) by adding
a new member to the set of authorized user A, he has to generate
a ABE decryption key for the new user that meets the attributes
define by the privacy policy. ABE keys are exchanged out of band
and only the keys that satisfy the attributes of the encrypted data
can obtain the corresponding contents. As a result, the backward
secrecy is not ensured [47]. Instead, the removal of a user form
A requires to revoke one or more attributes from the friend. The
schema adopted by DECENT ensures that the revoked contact
cannot access any contents that requires the attributes, hence en-
forcing forward secrecy property. In addition, the contents already
published in C cannot be accessed by the removed user, i.e. enforc-
ing backward right revocation property. In order to achieve these
goals, DECENT exploits the EASIER schema [65] where introduce a
minimally trusted proxy is introduced to block access to previously
published contents,without re-encrypting them. Auserwhowants
to decrypt a content takes a part of the encrypted content to
the proxy. Each proxy has a secret proxy key with revocation
information which is used to transform the part of the content and
this transformation is required by users to successfully decrypt the
content. When the content owner revokes access to a user, he has
to update also the secret proxy key so that the revoked user cannot
exploit the transformation to successfully decrypt the content.

SocialGate. Users of SocialGate [48] can change a privacy policy
P(A, C) by adding a newmember to the set of authorized user A. For
this purpose, the content owner has to generate a ABE decryption
key for the newuser thatmeets the attributes define by the privacy
policy. ABE keys are exchanged out of band and the ABE keys that
satisfy the attributes can obtain all the contents intended for these
attributes. As a result, the backward secrecy is not ensured. Instead,
the removal of a user form A requires to revoke one or more
attributes from the friend. The removed contact cannot access
any contents that requires the attributes, hence enforcing forward
secrecy property. However, the contents already published in C
can be accessed by the removed user, because they are encrypted
with the old attributes. As a result, SocialGate does not enforce
backward right revocation property. In order to achieve this goal, a
user has to decrypts the contents already published on the gateway
and re-encrypts these contents with the new privacy policy.

6. Evaluation

The previous sections surveyed some crucial aspects of current
DOSNs, and this section presents a comparison among them with
respect to those aspects. In particular, we analyze the privacy
models provided by DOSNs and evaluate the overhead introduced
for privacy policy management.

6.1. Evaluation of the privacy models

To help the reader in understanding the different types of
privacy models provided by current DOSNs, previously described
in Section 4, we propose to classify them by using the taxonomy
shown in Fig. 2. In particular, we identified 4 different privacy
models:
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Relationship-based: where the relationships (such as friendship)
established by users, as well as the features of these relation-
ships, are directly exploited by theDOSNusers in order to define
their privacy policies.

Group-based: where users are able to organize their contacts in a
set of groups, and they define their privacy policies by granting
the right to access their contents to these groups.

Profile-based: where each user exploits the profile information
of the other users to define their privacy policies.

Content-based: where users organize their contents in distinct
groups (or types) and they exploit these groups (or types) to
define privacy policies that permit access only to the specified
set of contents.

As shown in Table 3, all the considered DOSNs except Diaspora,
allow their users to define relationship-based privacy policies.
Most of DOSNs, such as Safebook, Cachet, SocialGate, DECENT,
Persona, Soup, eXO, Vegas, DiDuSoNet, Prometheus, Gemstone,
allow users to organize their contacts in homogeneous groups by
specifying the type of relationship (such as family, acquaintances,
close friend, colleague, etc.). Then, users can state privacy policies
which exploit the type of relationships. In particular, Safebook
allows users to assign labels to each relationship in order to define
badges, i.e., sets of contacts having the same labels.

Besides relationships type, someDOSNs enable users to provide
attributes for their relationship. Such attributes are features which
can be either automatically derived from the DOSN knowledge or
explicitly provided by a user for each of their contacts. For example,
the depth of a relationship (such as friend, friend of friend, etc.)
is used by Safebook, RetroShare, Soup, and Cachet as attribute of
privacy policies.

The identity of a user involved in a friendship relationship
(friend’s identity) is another attribute of the relationships which
can be easily obtained from the DOSN knowledge and it is used by
PeerSoN, LotusNet, SuperNova, LifeSocial.KOM, Vis-a-Vis, Cachet,
DECENT, SocialGate, Soup, Friendica, ProofBook and Vegas to de-
fine privacy policies.

In addition, Safebook and Prometheus give their members the
ability to specify howmuch they trust their friends or if they know
personally each person they have a relationship with on the OSN,
while DiDuSoNet leverages trust model proposed in the literature
to derive and compute the trust value of a user by using the infor-
mation about friendships and interactions between OSN’s mem-
bers. The nature of this model takes advantage of the important
sociological concept of Dunbar Circles [74]: the idea is that friends
in an ego network can be described by different levels of intimacy
and closeness to the ego. To reflect different levels of importance
of these relationships, friendships are associated to a tie strength,
a numerical value describing their force. The knowledge of tie
strength can be exploited to define privacy policies which exploit
this confidence level.

Group-based privacy policies allow users to organize their con-
tacts into distinct groups, namely groups in LifeSocial.KOM, Vis-a-
Vis, and Persona, aspects in Diaspora, circles or groups in Safebook,
or filegroup in PeerSoN. These groups differ from those resulting by
the types of the relationships because they contain contacts with
different types of relationships. As a result, group resulting from
the relationship-based privacy policies are homogeneous in terms
of types of relationships while group-based privacy policies are
meant for heterogeneous groups.

In most of the cases, the user who created a group can decide
whether to make it visible only to himself, to the group members,
or to any user of the DOSN. In addition, membership information
about a group can be made accessible either to the group owner,
to the group members, to any user. Users of Diaspora, Safebook,
PeerSoN, Vis-a-Vis, Friendica, RetroShare, ProofBook, and Persona

are able to create private groups (named also circles) which are
intended to be used only by the user who defined them (i.e., the
groupowner). As a result, only the groupowner is aware of both the
existence of the group and of which users belong to it. In Diaspora,
public or private groups (named also aspects) are visible only to the
group owner while the members can only see the group’s name.
In Safebook, circles are private groups visible only to the group
owner and amember of the group is not aware of the other group’s
members. In addition, users of Diaspora, LifeSocial.KOM, and Vis-
a-Vis are able to create public groups of users focused on specific
topics (such as Music, Movie, or Photography). In Diaspora, public
groups are visible only to the group owner while the identities of
the group members are visible to each other. Instead, in LifeSo-
cial.KOMandVis-a-Vis public groups information are visible to any
users of the DOSN, who may decide to explore and join them. In
contrast, public groups created by the users of Safebook are visible
to group members, as well as the identities of the members who
belong to the group. A similar capability provided by RetroShare
is the concept of circle [44], i.e., groups of anonymous identities
which can be (i) visible to any friends (Public) (ii) visible only to
members (Private), (iii) visible to another circle (Restricted), or (iv)
visible only to invited members. Instead, contents published by
the users of Contrail can be accessed by all their friends (i.e., the
users on the white-list) and a user cannot create other groups. The
consumers of the contents can install filters on the device of the
group owner in order to indicate his interest in specific contents,
based on tags, keywords, or GPS coordinates of the producer.

Content-based privacy policies allow users to attach attributes
to the contents in order to exploit them during the definition of
privacy policies. For instance, Safebook, LotusNet, and Prometheus
model the type of content (such as Post, Comment, Like, or Photo)
as attribute, and the privacy policies define access permissions
based on content type. The type of content can be automatically
derived from the content itself, or manually defined by the user
who specifies the content type by means of labels. Other sources
of information used to support the design of privacy policies are
those related to the user profiles. Typically, OSNs enable their users
to define their own profile: a digital representation of the users
containing their personal information, interests, school, partner
information, political preference, jobs, etc. Profile-based privacy
policies allow users to exploit profile information to decide who
can access their contents, on the basis of different aspects of the
profile. In particular, members of Prometheus, Soup, and Gem-
stone can use attributes that model features originating from user-
entered profile information (such as location and interest). These
informations are typically contained in the public part of the users’
profiles and they can be exploited by any user of the DOSN in order
to limit access to public contents to users having specific interests
or location. Finally, Friendica allows users to restrict access to
contents based on the DNS location of the applicant.

6.2. Evaluation of the privacy policy management

Since the majority of the current DOSNs enforce the privacy
policies defined by their users through cryptography, in the fol-
lowing section we evaluate the overhead introduced by the ini-
tialization and modification of a privacy policy P(A, C) in terms of
the number of cryptographic keys created (#Key), and the number
of encryption operations required (#Enc) when a policy P(A, C) is
created andwhen it ismodified by adding or removingmembers to
A. For instance, Prometheus relies on asymmetric encryptionwhile
the others combine both asymmetric and symmetric cryptography.
There are also a small collection of DOSNs (such as Cachet, DECENT,
Persona, and Gemstone) that propose to improve the capabilities
of existing approaches by integrating Attribute-based Encryption
(ABE) [60]. In Section 6.2.2, instead, we describe some approaches
that are not based on cryptography.
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Table 3
Classification of the privacy models provided by current DOSNs according to the taxonomy defined by Fig. 2.

DOSN Group-based Relationship-based Profile-based Content-based

group name group visibility member list

Diaspora aspect group owner group owner
group owner group member

Safebook circles group owner group owner type, depth, trust content typepublic group group member group member
PeerSoN filegroup group owner group owner friend’s identity
LotusNet friend’s identity content type
SuperNova friend’s identity
LifeSocial.kom public group any user any user friend’s identity

Vis-a-Vis private group group member group member friend’s identity
public group any user any user

Cachet friend’s identity, type, depth
Persona private group group owner group owner type
eXO type
Vegas friend’s identity, type
DiDuSoNet type, trust
Prometheus type, trust location content type
Gemstone type location, interest
Friendica private group group owner group owner friend’s identity DNS location

RetroShare

public group group owner group owner

depth
public circle any friend anonymous
private circle circle member anonymous
restricted circle member anonymous
invited only circle member anonymous

Contrail white-list group owner group owner location tags, keywords
Soup private group group owner group owner friend’s identity, type location
ProofBook private group group owner group member friend’s identity
DECENT friend’s identity, type
SocialGate friend’s identity, type

Fig. 2. A taxonomy for the classification of privacy models.

6.2.1. Cryptography-based DOSNs
Initialization. Table 4 shows the costs for the initialization of
privacy policies in the DOSNs we examined. In particular, we
measured the number of cryptographic keys created in order to
protect a content. Please notice that in Table 4 we do not take into
account the creation of the personal asymmetric or ABE keys paired
to the users because these keys are created only once when the
users join the DOSN and they are exchanged with the other users
when the relationships are established. In general, it is well known
that cryptographic schemes introduce costly operations for the
generation of cryptographic keys, for encrypting plain texts, and
for decoding cryptograms. Since asymmetric (and ABE) operations
are significantly more costly than symmetric ones, for each DOSN,
we counted separately the number keys created by using the sym-
metric schema (GenKeyS), the asymmetric schema (GenKeyAS), and
the attribute-based schema (GenKeyABE), as well as we distinguish
between the number of encryption operation performed by using
the symmetric schema (EncS), the asymmetric schema (EncAS), and
the attribute-based schema (EncABE).

Every time a member of the DOSN creates a privacy policy
P(A, C) which grants to the n users of A the access to the m
contents inC , a set of newkeys needs to be generated for protecting
the m contents. In particular, the data representing the contents
are typically encrypted by using the symmetric schema. In order
to ensure fine-grained and efficient access control, most of the
current DOSNs (such as PeerSoN, LifeSocial.KOM, Cachet, DECENT,

SocialGate, Persona, Vegas, andGemstone) create a new symmetric
key for each content to be protected (for a total of m keys). Then,
each of the m contents is encrypted with the corresponding sym-
metric key (for a total of m symmetric encryption operations). In
contrast, Safebook, LotusNet, Contrail, ProofBook, and SuperNova
create only one symmetric key, which is used to encrypt all the
contents in C . In particular, Safebook requires the creation of two
symmetric keys because it exploits a unique symmetric content
key to encrypt contents and it is securely distributed to authorized
members by using a different symmetric key (key encryption key).
A similar approach is exploited also by Prometheus, which creates
a new asymmetric key for the group and all the contents are
protected by using this key.

The symmetric/asymmetric key(s) used to encrypt the contents
of C must be securely distributed to the n authorized users of A.
For this purpose, SuperNova exchanges it/them when requested
by the authorized users, via a secure channel, while in DECENT
these keys out of band. However, the most part of current DOSNs
exploit asymmetric encryption for securely distributing the key(s)
generate in the previous step. As previously recalled, the public–
private key pair of each user is generated only once when the user
registers to the DOSNs. As for instance, Prometheus encrypts the
contents with the group public asymmetric key and exploits the
individual public asymmetric keys of users to securely distribute
the private group key to authorized contacts. In contrast, Vegas,
creates an individual public–private key pair for each friendship
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Table 4
Evaluation of the overhead for privacy policy definition.

DOSN Initialization

#Key #Enc

Safebook [31] 2 · GenKeyS m · (2 · EncS) + n · EncAS
PeerSoN [21] m · GenKeyS m · (EncS + n · EncAS)
LotusNet [34] GenKeyS m · (EncS + n · EncAS)
SuperNova [35] GenKeyS m · EncS
LifeSocial.KOM [20] m · GenKeyS m · (EncS + n · EncAS)
Cachet [27] m · GenKeyS m · (EncS + EncABE)
Persona (ABE) [39] m · GenKeyS m · (EncS + EncABE)
Vegas [41] m · GenKeyS m · (EncS + n · EncAS)
Prometheus [70] GenKeyAS m · EncAS + n · EncAS
Gemstone [43] m · GenKeyS m · (EncS + EncABE)
Contrail [75] GenKeyS m · (EncS + EncAS)
Soup [45] m · GenKeyS m · (EncS + EncABE)
ProofBook [46] GenKeyS m · EncS + n · EncAS
DECENT [47] m · GenKeyS m · (EncS + EncABE)
SocialGate [48] m · GenKeyS m · (EncS + EncABE)

relations and eachuseruhas tomanage a total of 2·f public–private
key and f private keys, where f is the number of friends of u. In
otherDOSNs (such as Safebook, PeerSoN, LotusNet, LifeSocial.KOM,
ProofBook, and Contrail), each user is linked to a public–private key
pair, where the public part of the key is used to uniquely identify
the user and it is made available to all their contacts, while the
private part is kept secret by the user. If the contents of C are
protected by a unique symmetric key, this key is encrypted with
the public key of each the n authorized users; alternately, the m
symmetric keys used to encrypt the contents of C , are individually
encrypted with the public key of each the n authorized users. The
resulting list of encrypted keys can be attached to each encrypted
content or directly distributed to the authorized users. In any case,
n asymmetric encryption operations (n · EncAS) are necessary for
each symmetric key used to encrypt the contents of C . In this way,
the authorized users are able to decrypt the symmetric key(s) used
to encrypt the contents of C with their private keys, and they can
use such symmetric key(s) for accessing the contents.

Recently, Cachet, DECENT, SocialGate, Persona, Soup, and Gem-
stone propose to leverage the ABE schema to securely distribute
the symmetric keys used to encrypt the contents of C to the n
authorized users. To use ABE, each user generates an ABE public
key and an ABE master secret key. For each friend, the user can
then generate an ABE secret key which is associated with a set of
attributes. Attributes define a logical expression that users must
satisfy in order to decrypt the data. ABE ensures that only users
with the correct attributes will be able to decrypt the data. As a
result, each symmetric key is encrypted only once for all the n
users, with the proper logical expression over attributes. Although
ABE can affect the performance of old devices because operations
have proved to be about 100–1000 times slower than those of the
RSA [39], it can be exploited by devices of the latest generation.
Finally, it isworth noting how the number of encryption operations
required by users to publishm contents is the same of the number
of encryption operations (i.e., #Enc) needed to initialize the privacy
policy in Table 4. Indeed, the content publisher encrypts the m
contents with the appropriate symmetric/asymmetric keys and
shares them to the authorized users.

Overhead for updating privacy policy. Updating privacy policies is
an operation that allows users to redefine their privacy preferences
in order to grant access to some contents to newusers or to deny ac-
cess to previously authorized users. Sincewe assumed that content
confidentiality is enforced through cryptography, when a privacy
policy is changed, new cryptographic keys must be generated
and some encryption/decryption operations must be performed in
order to properly enforce such changes.

Table 5
Evaluation of the current approach for user addition.

DOSN Grant access to a new user

#Key #Enc BW

Safebook [31] 0 EncAS + EncS ✗

PeerSoN [21] 0 m · EncAS ✗

LotusNet [34] 0 0 ✗

SuperNova [35] 0 0 ✗

LifeSocial.KOM [20] 0 m · EncAS ✗

Cachet [27] GenKeyABE 0 ✗

Persona (ABE) [39] GenKeyABE 0 ✗

Vegas [41] 0 m · EncAS ✗

Prometheus [70] 0 EncAS ✗

Gemstone [43] GenKeyABE 0 ✗

Contrail [75] 0 0 ✓

Soup [45] GenKeyABE 0 ✗

ProofBook [46] 0 EncAS ✗

DECENT [47] GenKeyABE 0 ✗

SocialGate [48] GenKeyABE 0 ✗

For each DOSN, Table 5 shows the number of generated
keys (#Key), and the number of encryption/decryption operations
(#Enc) required to update the policy P(A, C) to grant the access
to a new user. First of all, we notice that the most part of the
current DOSNs do not guarantee the backward secrecy property
(last column of Table 5, BW). Hence, when the users of such DOSNs
change their privacy policies P(A, C) to grant the access to a new
user u, besides allowing u to access the future contents that will
be added to C , they also enable u to access the contents already
published in C . For this reason, these DOSNs (such as Safebook,
PeerSoN, LifeSocial.KOM, Prometheus, ProofBook, and Vegas), in
order to grant the access to a new user u, share the keys used to
protect the m contents of C with u, by encrypting each of them
with the individual asymmetric key of u. In the case of ProofBook
In particular, Safebook encrypts the symmetric Key Encryption
Key (KEK) by using the individual public-key of the new member
and, in turn, the KEK is exploited to securely communicate the
individual symmetric key used to protect the contents. Instead, in
Prometheus, the asymmetric key pair used to encrypt the content
is sent to the new user u through a secure channel (TCP-like three-
way handshake procedure). Hence, it is not required to further
encrypt this key pair. However, the establishment of the secure
channel requires an additional costwhich is not reported in Table 5.
In contrast to these approaches, LotusNet and SuperNova do not
incur any cost when the policy is changed, because users have to
request the symmetric key of a content when they want to access
it, by providing a valid grant certificate.

When ABE schema is used to protect contents (such as in the
cases of Cachet, Persona, DECENT, SocialGate, and Gemstone), the
cost of granting access to a new user is equal to the cost of creation
of the ABE key with the proper attributes’ values.

Unlike the most part of current DOSNs, Contrail is the only
one that guarantees the backward secrecy property because all
contents already published in the DOSNs are removed from the
cloud-based relay-servers when downloaded by authorized users.
It is interesting to note that it does not really make sense to ensure
forward secrecy property for the user addition operation because
the newmemberwill be authorized to access the contents thatwill
be published in the group.

Table 6 shows the costs for changing the privacy policy P(A, C)
in order to revoke the access right to a user u ∈ A. As for the join
operation, Table 6 shows the number of generated keys (#Key), and
the number of encryption/decryption operations (#Enc) required
to update the policy P(A, C) to deny the access to an authorized
member. In addition, we assessed whether the backward right
revocation property (BRP) is guaranteed. The aim of the removal of
a member from the set of authorized users is exactly to guarantee
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Table 6
Evaluation of the current approach for the case of deny access.

DOSN Deny access to a previously authorized user

#Key #Enc BRP

Safebook [31] GenKeyS n · EncS ✗

PeerSoN [21] m · GenKeyS m · (EncS + n · EncAS) ✓

LotusNet [34] 0 0 ✗

SuperNova [35] GenKeyS 0 ✗

LifeSocial.KOM [20] m · GenKeyS m · (EncS + n · EncAS) ✓

Cachet [27] m · GenKeyS m · (EncS + EncABE) ✓

Persona (ABE) [39] m · GenKeyS m · (EncS + EncABE) ✓

Vegas [41] m · GenKeyS m · (EndS + n · EncAS) ✓

Prometheus [70] GenKeyAS n · EncAS ✗

Gemstone [43] m · GenKeyS m · (EncS + EncABE) ✓

Contrail [75] 0 0 ✗

Soup [45] m · GenKeyS m · (EncS + EncABE) ✓

ProofBook [46] GenKeyS n · EncAS ✗

DECENT [47] GenKeyABE + GenKeyS 0 ✓

SocialGate [48] GenKeyABE 0 ✗

that none of the future contents published in C will be disclosed to
u. As a result, the forward secrecy property is always guaranteed
in case of user the removal because users do not want to share
new contents published in the group with the removed members.
Indeed, except for LotusNet and SuperNova, the forward secrecy
is ensured by generating the new key(s) for encrypting future
contents and by distributing such a key only to the updated set
of authorized group members. Instead, LotusNet and SuperNova,
provides the updated key on-demand to the users that requests
the contents.

Some DOSNs ensure the backward right revocation property,
i.e., the contents previously published in C are no more accessible
to the removed user u. Instead, other DOSNs ensure that previously
published contents of C will still be accessible to u.

The majority of existing DOSNs (such as PeerSoN, LifeSo-
cial.KOM, Cachet, DECENT, Persona, Vegas, Gemstone, Soup) that
rely on both symmetric and asymmetric (or ABE) schema ensure
backward right revocation property in case of removal of a user. For
this reason, whenever a user is removed from the set of authorized
users A of a privacy policy P(A, C), the symmetric keys of the con-
tents inC must be changed, and the newkeysmust be redistributed
to all the current members of A (obviously, except for the removed
member u) by using their individual asymmetric key or ABE key. In
this way, disclosure of either new or old contents to the removed
user is avoided. A different solution is employed byDECENT,where
the update of the symmetric key used by the proxy ensures that the
revoked user cannot decrypt the old contents. However, the proxy
servermust be contactedwhenever the users request the contents.

In addition, the previous solution is affected by a serious draw-
back: it does not scalewell for contents sharedwith large groups of
users due to the overhead introduced by encryption mechanisms
in terms of number of keys that have to be exchanged, associ-
ated encryption/decryption operations, and size of the messages
sent [22]. Indeed, the number encryption operations to be executed
to remove a user from a group is linear on the number of users
belonging to that group. Authors of [22,23,30] showed that some
current DOSNs have a cost per user removal from a group propor-
tional to the size of the group.

Two different approaches have been adopted by current DOSNs
in order to mitigate with these problems. The first approach con-
sists of not guaranteeing the backward right revocation property,
such as Safebook, LotusNet, SuperNova, Contrail, ProofBook, Social-
Gate, and Prometheus, which allows the removed users to access
old contents of the group. Hence, previously published contents
remain encrypted with the same cryptographic keys which are
known by the removed users. Indeed, DOSNs that do not ensure
the backward secrecy property during user’s removal have only to
delete the user identity from the set of authorized users, and he

will no longer be considered as authorized userwhennewcontents
will be published, but already existing contents remains encrypted
with the same keys or, as in the case of SuperNova, re-encrypted
only when the affected contents are updated. A similar approach
is used also by Safebook, that allows the removed users to access
the same copy of the old contents as long as the content owner
does not update them. For what concerns LotusNet, we remark
that the cost for user removal is zero because they do not have a
real user removal procedure, but they simply assign short validity
periods to grant certificates and they do not renew the grant
certificates to users who have been removed from the authorized
user set. Obviously, in the LotusNet approach, the choice of a proper
validity period for the grant certificates is critical for guarantee
the privacy of the contents. As a matter of fact, authors suggest
the usage of certificates with short duration. Finally, in the case of
Contrail, the backward right revocation property is not guaranteed
because the contents already published have been removed from
the cloud-based relay servers and transferred on the peers of the
user removed from the group.

The second approach to mitigate the efficiency problem related
to the removal of a user [76,28,77,78] exploits the strength hier-
archical data structures for reducing the overhead of the update
of the privacy policy. As for instance, authors of [76,28,77] of the
Logical Key Hierarchy model (LKH) [79] for managing the update
of the key of a group. The LKH model leverages the hierarchi-
cal properties of the tree data structure to reduce the number
of encryption/decryption operations needed when a member is
removed from a group. In particular, the authors of [28] propose an
approach where removing a user from a privacy policy P(A, C) re-
quiresO(d·logd(n)) encryption operationswhere d is themaximum
number of children of the nodes and the number of encryption
operations depends on the height on the tree. Instead, the join of
a user requires only O(2 · logd(n)) encryption operation. Indeed,
the authors of [76] propose a decentralized group keymanagement
algorithmwhich combines both the LKH and the tree-based group
Diffie–Hellman (TGDH) where authorized members are managed
by different LKH trees which are combined by using TGDH scheme.
The join or remove of a user require the update the corresponding
LKH tree while TGDH tree is used for inter-group communication.

Finally, the authors of [78] propose to define hierarchy of groups
where some subgroups have more or fewer privileges than others.
Each group is paired to a symmetric key and some private informa-
tion. The symmetric key is used to encrypt data while the private
information are used to derive the keys assigned to subgroups in
the hierarchy. However, the assignment of the private information,
as well as of the symmetric key, is performed by a central trusted
authority.
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Table 7
Alternative solutions to cryptography-based DOSNs.

DOSN Privacy Policy Management

User device Peers Selection Scope

Diaspora [9] not required trusted by users internal (pods)
Vis-a-Vis [37] not required trusted by users external (virtual Identification server)
My3 [59] required trusted by users internal (trusted friends’ peers)
eXO [40] required localhost internal (localhost and DHT peers)
DiDuSoNet [42] required tie strength internal (derived from trust model)
Friendica [10] not required trusted by users internal (Friendica servers)
RetroShare [11] required localhost internal

6.2.2. Alternative approaches
Besides the ones previously described, some DOSNs such as Di-

aspora, Vis-a-Vis, My3, eXO, DiDuSoNet, Friendica, and RetroShare
avoid the use of cryptography by storing the contents unencrypted
on some trusted replica peers. In particular, the replica peers can
be: (i) the peer of the content owner, (ii) the peers of the other
users explicitly selected by the content owner, (iii) the peers of the
friends with higher strength of the relationship, (iv) the peers of
the users that are authorized to access the content, based on the
privacy policy defined by the content owner.

Consequently, these DOSNs do not have to perform any cryp-
tographic operations to initialize or to update the privacy policies,
since the enforcement of such policies is directly performed by the
contents owner (or by the trusted peers that behave as proxy on
behalf of the content owner)when the other users request to access
the contents. Table 7 shows the characteristics of these DOSNs. In
particular, we investigated if such DOSNs require users to provide
the resources of their devices (column labeled User device), the
trust model exploited by the DOSNs in order to select other trusted
replicas when necessary (column labeled Peers Selection), and
whether the peers selected as replica are managed by users who
are registered to the DOSN, i.e., internal, or they are external,
i.e., provided by third parties (column labeled Scope). In addition,
we summarized in Table 8 whether such DOSNs ensure or not
the Backward Secrecy (BW) and the Backward Right Revocation
property (BRP). For instance, the DOSNs that store contents C only
on the peers of the owner of such contents (such as eXO, and
RetroShare) do not need to encrypt them, because the contents
are stored on a trusted device of the owner, who is obviously
authorized to access them. As a result, enforcement of privacy
policy is directly performedby the contents ownerwhen the access
to the content is requested. This operational mode also applies
to Diaspora and Friendica in the case of users who have decided
to run their pods or Friendica servers. In addition, some DOSNs
assume that the device of a single useru could not enough to ensure
the required availability of the contents published by u. For this
reason, My3 and Friendica enable users to select several trusted
servers where to store their contents. In the case of DiDuSoNet, the
selection of trusted replica peers is dynamically performed by the
system by exploiting tie strength between users.

As for theDOSNs based on cryptography, the update of a privacy
policy by granting access to a new user does not provide the
Backward Secrecy property because the new member is able to
access the contents published before his join.

In the case of a policy P(A, C) is updated by removing a user
from A, the Backward Right Revocation property cannot always be
fully guaranteed because it is possible that the removed user u has
stored the contents already published on their local peer.

As for instance, even if Diaspora claims to ensure the Backward
Right Revocation property, the removed user could be the pod
administrator. Indeed, My3, RetroShare, Friendica, avoid to ensure
the Backward Right Revocation because the removed user could
belong to the set of trusted replica peers. As a result, the BPR
property can be guaranteed only by re-allocating the contents
already published on the peer of the users that can access them.

Table 8
Property ensured by alternative solutions to cryptography-based DOSNs.

DOSN Grant access Deny access
BW BRP

Diaspora [9] ✗ ✓

Vis-a-Vis [37] ✗ –
My3 [59] ✗ ✗

eXO [40] ✗ ✓

DiDuSoNet [42] ✗ –
Friendica [10] ✗ ✗

RetroShare [11] ✗ ✗

Instead, in eXO the Backward Right Revocation property can be
directly enforced by the content owner because contents are stored
on his peer.

Via-a-Vis stores unencrypted contents on the Virtual Identifi-
cation Servers (VISs) trusted by the users and the Backward Right
Revocation depends on the VISs while DiDuSoNet does not specify
whether the BackwardRight Revocation property is ensured or not.

Finally, the approach in [30,29] proposes to select the replica
peers by choosing the ones belonging to users who are allowed
to access the contents according to the related privacy policy. For
these purposes, the content owner specifies a privacy policy for
each content, describing the users who are authorized to access
them by using privacy policy based on attributes (or features)
derived from the user’s profile. The privacy policy defined on each
content is used to choose the set of trusted replica peers where to
store unencrypted copy of the contents. In this case, every time a
user wants to remove (or add) an authorized user, the proposed
approach avoids any encryption operation. However, in the case
of the removal of a user u from A, the allocation of the contents
on the peers should be updated to guarantee the Backward Right
Revocation property because the contents in C could have been
allocated on the peer of u.

7. Discussion

This section discusses the implications of the security mech-
anisms adopted by the current DOSNs on the privacy level they
guarantee to their users. In particular, based on the observations
made in the qualitative analysis presented in the previous sections,
we identify a set of properties which are relevant to assess the
expressiveness of the privacy support of DOSNs. These properties
are related to the ways a DOSN grant their users the capability
to define privacy policies, i.e., respectively, to the possibility to
define privacy polices based on Groups, Relationships, Profiles, and
Contents.

In Table 9we summarize the privacy policies supported by each
of the DOSNs we examined. The Access Tracking property refers to
the capability of the DOSNs to hide the access patterns to contents.
Instead, in Table 10 we focus both on the enforcement of the
policies and on the performance properties of the privacy support,
namely: use of encryption for protecting contents (Encryption),
selection of replicas based on trust among users (Trust replication),
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Table 9
Summary of the privacy properties provided by current DOSNs. A property is marked ✓ if the DOSN support it.

Class DOSN Privacy Model Access tracking

Group Relationship Profile Content

Decentralized LifeSocial.KOM ✓ ✓

RetroShare ✓ ✓ ✓

PeerSoN ✓ ✓

DECENT ✓

LotusNet ✓ ✓ ✓

eXO ✓

Cachet ✓ ✓

Semi Decentralized Soup ✓ ✓ ✓

Friendica ✓ ✓ ✓

Prometheus ✓ ✓ ✓

Safebook ✓ ✓ ✓ ✓

Gemstone ✓ ✓

ProofBook ✓ ✓

SuperNova ✓

DiDuSoNet ✓

Diaspora ✓

My3

Hybrid Contrail ✓ ✓ ✓

Persona ✓ ✓

Vis-a-Vis ✓ ✓

SocialGate ✓

Vegas ✓

and the performance achieved by the join (Join), the leave (Leave),
and initialization (Init) operations. In addition, we specify whether
join and leave operations support respectively the Backward Se-
crecy property (BW) and the Backward Right Revocation property
(BRP), because these can affect the performance of the operations.

The first interesting result that emerges from Table 9 is that
none of the privacy supports of current DOSNs implements the
all the properties previously described. In other words, in order to
enable their users to protect their personal content, current DOSNs
provide simple privacy models, where users are enabled to specify
privacy policies mainly based on their relationships. The solutions
implemented by LifeSocial.KOM, RetroShare, and PeerSoN suffer
of a privacy model providing very basic access control capabilities
that allowusers to define privacy policies only based on groups and
relationships. Also hybrid solutions, such as the ones adopted by
Persona or Vis-a-Vis, provide the same properties of decentralized
approaches, except for Contrail, which support privacy policies
based on group, profile, and content information. However, their
main issue is that they depend on some centralized entity (such as
cloud provider or web service provider) that users have to trust in
order to use the service. Moreover, our analysis reveals that semi-
decentralized solutions extend the privacymodel by providing also
privacy policies based on either profile (e.g., Soup and Friendica)
or content (e.g., Safebook). Instead, in order to make easier for
users to express their privacy preferences Prometheus support the
definition of privacy policies based on relationship, profile, and
content but it does not allow its users to define privacy policy based
on group.

Relationships-based properties provided by almost all current
DOSNs are limited and very simple because they allow users to
choose among a set of predefined access control options, mainly
based on the friends’ identities or on the types of the relationships.
However, these simple privacy models suffer from several draw-
backs. In fact, in addition to the type, a relation may also have a
set of attributes that model properties and characteristics of the
relationship (such as trust or strength, location of the relation-
ship). In addition, besides friendship relations, also relationships
between users and resources (such as owner and co-owner) should
be exploited by DOSN’s users to define privacy policies that take
advantage of this information. As a result, the privacy models of
current DOSNs may not be sufficient for supporting the privacy

needs of the users and the definition of models enabling the defi-
nition of more granular policies is required.

While the privacy models of today’s DOSNs fall short in pro-
viding full support to the privacy properties previously listed, the
privacy of users with respect to their replica peers is typically
overlooked. In particular, most of the current DOSNs exploit en-
cryption to prevent replica peers from collecting private informa-
tion of users. In addition, replication increases the possibility to
hide the access patterns to the content, because the requester can
choose an arbitrary replica to download it. However, this solution
is useless if the identity of users, the relationship between them,
as well as their actions are disclosed to third untrusted peers of
the DOSNs. As shown in the Table, only a few DOSNs provide more
advanced approaches to avoid access tracking. Safebook provides
a Trusted Identification Service (TIS) that assures to each user
at most one unambiguous identifiers and proposes to use onion
routing technique in order to provide anonymity of the users. A
similar solution is adopted by LotusNet, and Cachet where the
identity of a user is associated with a random identifier and inter-
action among members can be concealed either with anonymous
communication channels (such as Tor) or with private informa-
tion retrieval protocols. In contrast to the previous DOSNs, LifeSo-
cial.KOM, DECENT, Diaspora, PeerSoN, SuperNova, Vis-a-Vis, Per-
sona, eXO, DiDuSoNet do not provide strong anonymity protection
against access tracking, even if they can be extended to support
anonymous communication.

By investigating the DOSNs exploiting other strategies than
encryption to enforce the privacy preferences, we observed that
the most part of them require that users explicitly select the user’s
peers where to store their contents. Instead, only a few existing
DOSNs perform automatic selection of the replica peers based on
either trust model (such as DiDuSoNet) or privacy policy defined
by users. In addition, DOSNs that avoid encryption of the contents
and that leverage replication (such as, eXO, DiDuSoNet, My3, and
Friendica) are forced to share with the replica peers some private
information of the users, such as the identities of the users who are
authorized to access the contents.

Another important challenge of current DOSNs is guaranteeing
a privacy support characterized by a good performance, in order
to avoid that it negatively affects the user experience. The com-
parison of the proposed approaches shown in Table 10 provides
important insights concerning their practical utilization. Indeed,
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Table 10
A summary of the performance properties provided by privacy mechanisms of current DOSNs. A property is marked ✓ in the table if the DOSN support it while the
performance of privacy mechanisms ranges between low ( ) and high ( ), based on time complexity shown in Tables 4–6.

Class DOSN Encryption Trust replication Join BW Leave BRP Init

Decentralized LifeSocial.KOM ✓ ✓ ✓

RetroShare
PeerSoN ✓ ✓ ✓

DECENT ✓ ✓ ✓

LotusNet ✓ ✓

eXO ✓ ✓

Cachet ✓ ✓ ✓

Semi Decentralized Soup ✓ ✓ ✓

Friendica ✓

Prometheus ✓ ✓

Safebook ✓ ✓

Gemstone ✓ ✓ ✓

ProofBook ✓ ✓

SuperNova ✓ ✓

DiDuSoNet ✓

Diaspora ✓

My3 ✓

Hybrid Contrail ✓ ✓

Persona ✓ ✓ ✓

Vis-a-Vis
SocialGate ✓

Vegas ✓ ✓

privacy mechanisms with higher performance level are desirable
because they reduce as much as possible the impact that en-
forcement of the privacy policies has on the performance of the
system (overhead, memory usage, bandwidth). We observed that
the most part of current DOSNs are able to provide a simple
and efficient implementation of the join operation. In fact, only
LifeSocial.KOM, PeerSoN, and Vegas have low performance. How-
ever, most of them do not consider important aspects of the join
operation because they do not deny the accesses of the newly
authorized users to the contents previously published (i.e., they
do not guarantee the BW property). The leave operations, instead,
has low performance on 6 out of 22 DOSNs, and only 3 of these
guarantee the BRP property. Finally, the initialization operation
has low performance on 6 out of 22 DOSNs (5 of which are the
ones having low performances on the leave operation). We ob-
served that the approaches exploited by current DOSNsmay not be
suitable for implementing some privacy policies required by users.
As for instance, the solutions characterized by low performance
are not suitable for managing the accesses of large number of
authorized users, while privacy mechanisms having higher per-
formance can be exploited for managing large number of users,
even in the presence of a high number of addition and removal
of users. As a result the design of current DOSNs can be further
improved by adopting different privacy mechanisms for enforcing
different privacy policies. Among the promising approaches that
can be adapted to the DOSN scenario in order to increase privacy
of users we have: (i) Dynamic Identity-based Broadcast Encryption
(DIBBE) [22], that allows the distribution of encrypted contents to a
dynamic set of users, based on their identities; (ii) Dynamic Group
Key Agreement (GKA) [80] where distributed algorithm is used
to establish a common secret key between authorized users, and
(ii) Hierarchical Key Assignment [78]where hierarchical structures
formed by a certain number of authorized members are used to
distribute contents. Moreover, some of these approaches can be
easily adapted to provide the BW property for the user join and
the BRP property for the user leave operation.

Finally, we notice that all the DOSNs we surveyed based their
privacy models on the traditional access control schema, and none
of them adopted advanced authorization supports such as the one
presented in [81] implementing the Usage Control model [82].

8. Conclusion

In this paper we investigated the privacymechanisms provided
by the existing DOSNs in order to protect the privacy of the con-
tents published by their users.

We selected a relevant number of DOSNs and we investigated
the mechanisms they provide to allow users to express their
privacy preferences, i.e., to decide which of the contents they
published should be disclosed to the other users. In particular,
we classified and compared the different types of supports for
expressing privacy policies provided to the users to specify access
rights to the contents of their profiles.

Moreover, we investigated the mechanisms adopted by these
DOSNs in order to ensure that privacy policies defined by users are
properly enforced. We found out that privacy policies are mainly
enforced exploiting encryption, through a hybrid schema based
on both symmetric and asymmetric cryptography. In addition, we
observed that the security solutions exploited by DONS to enforce
a privacy policy could be affected by the type of the privacy policy.
As for instance, classical P2P security solutions could suffer from
scalability issues if they are used for the enforcement of group-
based privacy policies because the overhead introduced by encryp-
tion operations in order manage very large groups.

We investigated better the above problem by measuring the
overhead introduced by privacy policy management (i.e., initial-
ization and modification of a privacy policy) and by comparing
the performance of each approach in terms of number of crypto-
graphic keys created (#Key), and number of encryption operations
required (#Enc). These analyses reveal that the most expensive
operations are initialization of a privacy policy and removal of a
user from the set of authorized member (which mainly depends
on the number of members of the group).

Finally, we have also examined whether changes in privacy
policies ensure (or not) the Backward Secrecy property and the
Backward Right Revocation property. We noted that current
DOSNs do not prevent a new user to access old contents published
by the contents’ owner, while users of the DOSNs could benefit
from such property in the case they want to add a new member
to a group without disclosing the contents already published in
the group. Instead, in the case of user’s removal, the Backward
Right Revocation property is guaranteed only by some DOSNs.
Furthermore, the proposed solutions lack of flexibility because
the users cannot customize these properties for a specific user or
group.
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