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Abstract—Dynamic changes within the cyberspace are greatly
impacting human lives and our societies. Emerging evidence
indicates that without an ethical overlook on technological
progress, intelligent solutions created to improve and enhance
our lives can easily be turned against humankind. In complex
AI-socio-technical ecosystems where humans, AI (Artificial In-
telligence) and systems interact without a common language for
building trust, this paper introduces a methodological concept of
Ethical Digital Identities for supporting the ethical evaluation of
intelligent digital assets.

Index Terms—Ethics, Morality, Engineering, AI, Trust, Pro-
cess, Architecture

I. INTRODUCTION

Emerging moral vulnerabilities of AI-powered systems, and
autonomous AI-controlled systems in particular, become in-
creasingly harder to fix as new evidence shows that battlefields
are transitioning from the cyberspace to the human mind [1].
Technology provides development for virtually endless ap-
plications, however, it is often overlooked or neglected that
through psychological, social and neurological implications,
ethical vulnerabilities can be exploited via interference on
human behavior [2]. Even if scholars are becoming aware
of the double edged sword of technological progress [3], the
current practices only aim to protect humans by considering
malicious attacks on systems, without considering attacks that
exploit human psychology that are inherent to these systems.

Currently, the effort of understanding the human psychology
is directed towards boosting business growth. Consequently,
AI has transitioned into an instrument that negatively impacts
human behavior [4]. If this trend continues, we will soon face
powerful mistrust, AI misuse and/or an extensive disuse of
digital solutions which may be regarded as ”evil”.

Transitioning from the domain of information systems,
which until recently was the only one capable of providing
enough resources for complex and ultra fast computations
required by AI, the emerging technological development in
embedded systems is paving the way towards intelligent
control within the domains of automotive and healthcare. In
the automotive domain, in particular, an increasing number
of vehicle components are outfitted with AI to enhance their
functionality. For example, infotainment systems are enhanced
to suite the driver [5], navigation systems select routes based
on the preferences of passengers and climate control systems
create the most suitable environment for passengers [6]. And

unfortunately, these safety-critical domains can only partially
learn lessons from the process of engineering information
systems which mainly deal with data in its aggregated form.

Regarding data handling, information systems have pro-
vided evidence that when a society loses its attention on what
kind of information it circulates, it can be endangered by a lot
of potential threats, at the organizational or even at the national
level [7]. Consequently, the domain of safety-critical systems
currently hosts methods such as explainable AI together and
methods for ensuring that the data sets from which a system
learns its ethical behavior cannot be interfered with.

However, systems from safety-critical domains pose a major
distinction through their capability of physically actuating and
changing their immediate environment. The current research
landscape of machine ethics of autonomous systems classifies
the technical implementation of moral concerns into a range
of ethical agents [8], which vary on the degree of ethical
reasoning, with the highest level of ethical agent witnessed
today being the explicit ethical agents that never-the-less has
only very small ethical considerations [9].

For developing the next level of ethical agents which would
be fully ethical agents [8] capable to make explicit moral
judgements and justify them, in this paper we introduce the
concept of EDI (Ethical Digital Identities) as methodological
transition that involves the contribution of multiple stakehold-
ers in making and justifying the moral judgements, achieving
in this way a societal-driven justification of morality.

In what follows, Section II presents social concerns that
converge towards the need of taking immediate actions in the
wide field of emerging societal and technological evolution
presented in Section III. Section IV opens up the discussion on
ethical assurance of digital assets through the introduction of
a structured process centered on the notion of EDIs. Section V
presents conclusive discussion and a future research roadmap.

II. EMERGING THREATS

A. Battle Threats

In human history, land territories were the initial battlefield.
As damages became obvious, moral guidelines were put in
place to stop it. Then the digital developments have uplifted
the quest into the cyberspace [10] and organizations around
the world started to join their efforts and invest tremendous
monetary resources in fixing the threats on cybersecurity [1].
Yet, there is an emerging field of battle that gets little attention



in the engineering society: the human mind. While social
sciences already regard human behavior to be a chain of
factors that lead to predictable actions [11], only business
attention is currently directed towards exploring this fact [4].
No engineering solution for fixing the problem exists at
the moment. Social regulations are subject to governmental
entities which due to fast rotations cannot commit to long-term
engineering solutions. In the worst case, governmental entities
succeed each other with contradicting views and priorities on
socio-technological development. And while social sciences
can pinpoint to the problem quite well [3], they lack the in-
struments for designing large scale solutions. This is due to the
subjective and complex human nature which cannot be safe-
guarded against its own vulnerabilities towards manipulation.
As a matter of fact, any evidence in this sense is disregarded
by the victim in what is known as conformation bias [12].
Equipped with instruments that enable separation of concerns,
we believe that engineers together with social scientists can
design and construct solutions to the ethical problems of AI-
human coexisting societies.
B. Risks and attacks

It is long known that personality types and individual
cognition greatly influence the human risk perception [13].
This further on influences the way in which information is
assimilated and dictates the ultimate human behavior [14]. In
the hands of a malicious attacker, stimulation for a risk taking
behavior can easily become an instrument for safety attacks.
For example, in the automotive domain, an AI component
which is controlling the air suspension system for the wheels
could induce strange lifting patterns that imitate a failure or
a rocky road. A human who is the ultimate control entity of
the vehicle can then undertake a risky behavior, fueled by
the unconscious need to maintain physiological arousal while
focusing on the rewards [13]. With psychological instruments
at hands, such as supraliminal and subliminal priming [15], it
is only a matter of time, until intended risky behavior can
be induced to humans through creation of false memories or
sensations [16]. Besides immediate safety implications, such
attacks can have long lasting effects. The psychological and
ethological mechanism called (Limbic) Imprinting [17] shows
how highly emotional experiences can create deep neurolog-
ical connections, influence behavior and physical health even
for generations.

III. EMERGING TRANSITIONS

A. Societal transitions

Adoption of AI solutions is envisioned to uplift the human
responsibilities in the emergent feeling economy [18]. The
repetitive and analytical human cognitive processes are in-
creasingly assigned to AI components, leaving human workers
to address more interpersonal, empathetic and ethical tasks.

To support the social transition in the extreme labour
displacement envisioned to be caused by the AI integration
into our societies [19], the nature of jobs people are asked
to perform needs to change. When automatic and repetitive
tasks will be the core responsibility of automated processes,

humans need to be given the possibility to exercise their human
attributes for the benefit of societal growth. For example, when
intelligent robos will do the jobs of the humans, humans will
be free to think and develop social connections or engage in
the moral development of intelligent systems. However, a com-
plete and instant switch is almost impossible, as people tend
to misuse or disuse technologies that they do not know [20].

A solution to this problem is to add humans in the evolution
cycle of AI systems, eventually in return of monetary rewards.
Besides the social and economic benefits of creating new jobs,
when people are engaged into evolution processes of techno-
logical solutions, they tend to trust these solutions much more.
And technological support for crowd source implementation
such as the Mechanical Turk [21], that start to emerge on the
open market, can as well support the societal-driven moral
development of systems.
B. Technological Transitions

For a long time, technological assessment of engineering
solutions has been performed according to implications on
safety risks, morality being regarded as an ”extended safety
envelope” [9]. The recent enforcement of ethical evolution
of AI-based systems, provided by the European Commission
through appointment of High-Level Expert Group on Arti-
ficial Intelligence in a series of ethical guidelines [22], are
currently shaping the research landscape of systems’ design
with more detailed requirements on responsible technological
development [23]. Technical standards such as [24] and [25]
are emerging and explicit normative encoding are raising the
public awareness to these principles. The research results are
translated in defining the needed steps of identifying moral
concerns [26] and mapping them to the technological solutions
through provision of principles [27] or checklists [28].

No engineering solution currently exists for dynamically
safeguarding the ethical development of current and emerging
new AI technologies. In this work we open up the discussion
on possible process implementations by proposing a structured
methodological approach that assigns the supervision of eth-
ical progress to experts while being exercised by the general
population.

IV. THE CONCEPT FOR ETHICAL EVALUATION

In this section we introduce a conceptual method for ethical
evaluation of digital assets centered around the concept of
Ethical Digital Identities (EDI).

A. Methodological Concept

In Fig. 1 we introduce a structured view of the method-
ological concept for the envisioned Ethical Digital Identities
aimed to support the leveraging of current and future human-
technical processes of trust evaluation through integration of
ethical considerations. For this, a Digital asset subject to be
introduced in the cyberspace is evaluated against an Ecological
Principle. The Ecological principle imposes an ecological per-
spective by considering common benefits of the asset provider,
user and the environment in accordance to guidelines specified
in [23]. The Ecological Principle is the central mechanism that



converges businesses into safe guarding the ethical evolution of
the assets. The digital asset can be an AI solution that enables
process automation or a piece of Information introduced into
the cyberspace.

From the business perspective, the ecological principle is
evaluated in scenarios that describe the Business Gains. From
the social perspective, the digital asset is evaluated against
Social Gain which can be an Individual Gain and/or an
Environmental Gain. Business and ethical experts define evalu-
ations scenarios according to business and ethical perspectives
such as the ones in [22]. Focusing on the social implications
of digital assets, in this paper we exemplify the evaluation
mechanisms from the social perspective only. Such evaluation
scenarios can be defined by experts and exercised by the
general population in return of monetary rewards.

The Social Gain is evaluated by multiple Ethical Observers
which form a Virtual Commission that provides certified
Accreditation. Similar to the certification of safety-critical
systems, such accreditation is envisioned to be in the re-
sponsibility of a group of authorized certified social experts.
The suitability to ethical accreditation can follow a similar
approach used for certifying safety-critical systems, but for
moral considerations [28].

The accreditation entity generates the structure of an Ethical
Digital Identity (EDI), similar to Digital Identities [29]. The
EDI can be customized to the digital asset which is under
ethical evaluation and it is continuously updated during the
lifetime of its corresponding digital asset. The ethical identity
is updated according to Evidence that supports the creation of
a Holistic Perspective of its moral dimensions. The balanced
perspective of information is assisted to integration of both
Supporting Evidence and Counter Evidence. Supporting evi-
dence can be generated from successful evaluation scenarios
whereas counter evidence can be generated from cases in
which a particular component cannot be trusted.

When humans take part in the evolution process of an AI
component, information can efficiently be transmitted through
mechanisms that help human brains to retain information.
Such mechanisms are implemented by the Efficient Visual
Description components. Human brain retains and judges
information based on immediate visual effects and past expe-
riences. Therefore, the display of ethical information needs to
be performed according to suitable psychological mechanisms
decided by social and user experience experts. Finally an EDI
has a Digital Signature, which enables formation of ethically
trusted communication channels in the cyberspace. Through
digital signatures, providers of digital assets can, for example,
safeguard the ethical quality of an AI component and receive
a positive social reputation.

Through the EDI, a digital asset becomes a living struc-
ture. It receives an ethical identity issued by certified ethical
and expert authorities. For example, when the digital asset
is a piece of information planned to be displayed in AR
(Augmented Reality) application within a vehicle, the Virtual
Commission can consist of ethical observers, such as experts in
the psychology, sociology and neurology. Wrong information

displayed on AR devices within the car can lead to the fear
that the car is acting strangely and force the actuation of a
driver who is in a nervous state.

Fig. 1. The methodological concept for ethical process evaluation centered
on EDIs

B. Requirements for Ethical Digital Identities

Ensuring morality of intelligent digital assets is the key to
unlock their full potential in our societies, enable industries
to develop confident business models and nurture their social
uptake. For enabling this vision, our concept of Ethical Digital
Identities (EDI) elevates the concept of Digital Identities [29]
to the domain of ethics for safety-critical systems, and sets
the basis for safe-guarding the ethical evolution of intelligent
digital assets. At its core, a Digital Identity is defined as “the
data that uniquely describes a person or a thing and contains
information about the subject’s relationships” [29]. Similarly,
an EDI needs to be uniquely assigned to a digital asset and
needs to transmit to the consumer and moral certification
authorities evidence of its psychological implications. An
EDI should bring the concerns of social experts into the
domain of cyberspace while enabling dynamic exercise and
evaluation of ethical and social concerns by non-experts with
the possibility of engaging the large population in return of
monetary incentives.

Through EDIs assets can become living identities with trace-
able evidence of moral implications evaluated from experts’



social concerns. The Structure of an EDI should be designed
by social-science experts, implemented by engineers, issued in
the digital space together with its corresponding digital asset
and continuously maintained during the complete lifetime of
its corresponding digital asset. Design of EDIs should be
integrated into current engineering practices and should also
enable an ethical start of new technological developments.

V. CONCLUSIONS AND FUTURE RESEARCH ROADMAP

Emerging evidence from domains where AI is largely used
shows that psychological aspects are at least as important as
technical aspects in enabling a sustainable digital evolution
of our societies. The social concerns of technology providers
are addressed in this paper through the introduction of a
concept that enables the ethical evaluation of digital assets.
Used for boosting the business growth, current technological
use of solutions like Mechanical Turk [21], can also be
transferred into supporting the morally supervised evolution
of digital assets. The new concept of EDI (Ethical Digital
Identity) has been introduced in the center of a structured
methodological concept that enables the integration of its core
principles into ongoing as well as into new processes. By
pointing to processes and literature emerging in the domain
of ethical technology, the EDIs support integration of well
stated practices and ethical considerations.

Our approach for shaping a moral evolution of AI tech-
nology within safety-critical domains encompasses related re-
search directions such as (a) design of protective mechanisms
for safeguarding the Virtual Commission from being itself sub-
ject to malicious attacks, misuse, or manipulation-lead distrust,
(b) exemplification of concrete scenarios for the use of EDIs
in different contexts, (c) validation of concept’s completeness
in different contexts, (d) detailing of the process in concrete
scenarios, and (e) design of an overall trust assurance case that
builds on ethical evidence along side the technical evidence.
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