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Abstract—Until recently, systems and networks have been
designed to implement established actions within known contexts.
However, gaining the human trust in system behavior requires
development of artificial ethical agents proactively acting outside
fixed context boundaries for mitigating dangerous situations in
which other interacting entities find themselves. A proactive
altruistic behavior oriented towards removing danger needs to
rely on predictive awareness of a dangerous situation.

Different that current approaches for designing cognitive
architectures, in this paper, we introduce a method that enables
the creation of artificial altruistic trusted behavior together with
an architecture of the framework that enables its implementation.

Index Terms—Trust, Digital Ecosystems, Simulation, Ethics,
Morality, Artificial Agent, AI

I. INTRODUCTION

With the capability of modelling structures of various enti-
ties by learning from large data sets, AI (Artificial Intelligence)
systems are becoming the enablers of intelligent networks,
where allocation and distribution of workload are performed
based on computation costs and device constraints. By in-
tegrating self-governed subsystems of networked functions
within various application domains, a new type of digital
ecosystem is emerging. Autonomous dynamic ecosystems
have an intelligence distributed across multiple digital agents
that decide on task allocation and resource consumption in
a decentralized manner. In a scenario where autonomous
intelligent networks and interconnected systems enable blind
people to navigate in open context, AI agents integrated within
networks need to ensure the necessary computation power
for processing large quantities of data at high rates while
at the same time, they are required to account for sustain-
able energy usage. To meet such requirements, 6G technical
developments is exploring upper mmWave spectrums (100-
300Ghz) and deployment of new distributed technology such
as re-configurable Intelligent Surface (RIS) and ML (Machine
Learning) aided network operation that can harness highly
complex calculations and environmental modelling [1].

In the above scenario, assuring a safe and ethical operation
of AI-enabled networks becomes a necessity for gaining the
societal trust. Emerging evidence that pinpoints the negative
impact of technological solutions on humans and society [2]
elevates the requirements of digital moral evolution. Technol-
ogy is capable of providing development for virtually endless
applications, however, it is often overlooked or neglected that

these systems can be exploited in unethical directions [3]. Even
if scholars are becoming aware of the double-edged sword of
technological progress [4], the current practices only aim at
protecting humans by considering malicious attacks on sys-
tems, without considering attacks directed towards exploitation
of human behavior inherent to these systems.

By incorporating AI within interconnected networks and
system processes, we implicitly delegate moral responsibilities
to these systems and to the emerging ecosystems. In our
opinion, a trusted evolution of emerging autonomous dynamic
ecosystems can only be possible through integration of mech-
anisms capable of foreseeing the effects of actions as a basis
for trusted ethical reactions. In the past, we have explored
the mechanism of predictive simulation in the context of
technical trust alone in [5]. In this paper, we are elevating the
trust consideration through integration of ethical properties of
systems and ecosystems for which we are uplifting the mech-
anism of predictive simulation for enabling ethical evaluation
of artificial altruistic behavior. By enabling the creation of
predictive awareness, the predictive simulation supports the
process of ensuring moral operation of AI-controlled systems
within autonomous dynamic ecosystems.

In what follows, Section II presents a summary of emergent
development trends together with a holistic definition of trust
that accounts of the variety of entities within autonomous
dynamic ecosystems. Section III introduces our method for
building trust in the artificial ethical behavior of interconnected
systems and networks. Section IV presents the concept of our
platform used to dynamically evaluate the ethical aspects of
an artificial action and Section V presents the conclusions
together with the future research roadmap.

II. EMERGING TRENDS

A. Formation of Internet of Senses

The interconnection within digital world, initially a charac-
teristic of system components, has transitioned towards SoS
(System of Systems) and recently has been uplifted to be
characteristic of dynamic interconnections between various
actors such as businesses, developers, systems and system
components within digital ecosystems [6]. Emerging techno-
logical development is raising the inter-connectivity to yet
another level. Supported by 6G technology, the interconnec-
tion between the digital world characterized by information,



algorithms and organisms emerges towards formation of the
Internet of Senses [7].

It is envisioned that this new ecosystem will connect all
types of intelligence, including crowd intelligence and artifi-
cial intelligence together with existing networks of networks,
overall leading to a convergence of data, connectivity and
specialized platforms used for creating new businesses, new
stakeholders and new regulations.

B. Towards a holistic trust-evaluation process

Given the scope of connecting multiple entities with differ-
ent characteristics such as humans, physical systems, digital
assets, businesses, and networks acting in different domains,
emergent solutions for building trust need to employ a holis-
tic understanding of the term in encompassing domains of
automation, networking, economics and human relationships.

In the literature, the term of trust transcends in its under-
standing between different domain. In social science trust is
related to actions that account for uncertainty and ignorance
[8], becomes influenced by personal and moral relationship
between two entities [9] in philosophy, and is linked to
achieving a calculated incentive [10] in economics. Overall, in
the domains of sociology, philosophy and economics, trust is
regarded as a quantified subjective attitude of an action which
under psychological considerations becomes the outcome of a
process acquired from experiences [11].

Consequently, for the development of sustainable solutions
within autonomous digital ecosystem, the understanding of
trust traditionally associated with reliable behavior of a system
[12] needs to elevate based on prerequisites of automated
processes that consider an agent’s action of achieving the goal
of another agent [13] based on the belief of trustworthiness
derived from the willingness to reciprocate a cooperation [14].

While humans have a native perception of the concept of
trust, machines need to be enhanced with the possibility of
reasoning about it. Consequently, interconnected systems and
networks need to employ mechanism that enable gathering of
evidence to support an internal claim of trust or/and distrust
preferably in a way that enables the system to react internally
through reconfiguration and externally through proactive reac-
tion to foreseen negative consequences of an action of itself
and/or of interconnected entities.

C. The need and challenges of Ethical supervision

While there is still an ongoing debate over the capacity
of machines to be ethical, in the field of Machine Ethics,
philosophers and engineers are starting to unite their forces
for developing such machines [15], [16]. In the traditional
engineering process, ethical aspects are considered as an
extension of the safety envelope derived from a design time-
safety engineering process, which accounts of ethical decisions
along the system design process leading to the creation of
implicit ethical agents. However, emergent evidence shows
that the operation of AI-driven machines can unpredictably
evolve and require runtime supervision as well [17].

Transitioning from the traditional domain of robotics where
integration of AI solutions has lead to the consideration
of ”minimally ethical robot” [18] capable of implementing
actions whose consequences are significant in moral delibera-
tions, AI-driven networks will soon drive the need for ethical
considerations and will consequently require implementation
of dedicated ethical measures. It is well known that in judging
a machine’s morality, ethical decisions that are difficult for
humans are equally challenging for machines and even more
challenging for the designers of these machines who need
to account of human intolerance to a system error which
is greater than the intolerance to errors performed by other
humans.

III. METHOD

By leveraging the ethical considerations of AI-powered
robots [19] to AI-powered networks of networks within the
Internet-of-Senses, we consider the emerging network systems
being ethical impact agents as well. Between the multitude of
attributions, AI agents incorporated within existing networks
are regarded as black boxes that manifest critical low-level
decision on limited resource usage. The reasoning behind such
decisions are typically not known and for gaining the trust
within an ecosystem, these decisions need to be evaluated on
various levels.

Further on, for enabling the development of an ethical altru-
istic behavior we refer to the characteristics of human ethical
behavior. Aside from showing an altruistic behavior, humans
are capable of consciously reflecting on actions and justify
the morality of these actions. Consequently, an autonomous
digital ecosystem and encompassing AI-powered ecosystem
components (e.g. systems, networks) need to account of its
own actions as well as of actions of interconnected digital
assets and systems that have an ethical impact. We consider
the degree of a system’s capability to be an ethical agent in
accordance with the level of development that leads to ethical
outcomes characterized by an artificial altruistic behavior
reflected in the implementation of an action that prevents a
hazardous situation outside the scope of the current operation.
For example, within an autonomous dynamic ecosystem com-
prising of a multitude of interconnected systems and networks
of networks, an AI-powered smart home connected to a smart
grid can foresee a dangerous situation of a blind person and
can trigger events for preventing a hazard.

For enabling a trusted execution of events in the above
scenario, we elevate the mechanism of predictive simulation
described in [5] in the domain of intelligent autonomous
ecosystems formed by heterogeneous complex entities (sys-
tems, network, humans). Assuming an AI to be a Machine
Learning Algorithms (ML) used for learning ethical actions
within an ecosystem, we see the necessity of applying the
principle of predictive leverage [20] on context change. This
means that the explanatory principle used by the ML algorithm
shall be tested in the new context, when the problem or
the parameters are changed. Because the context changes
dynamically at runtime, we suggest that the testing needs to



be carried out at runtime as well and requires deployment of
platforms capable of performing a dynamic runtime evaluation
of emergent behavior.

Fig. 1. The Method

In our vision depicted in Fig. 1, an AI-powered system,
which can be a network and/or a communicating cyber-
physical system contains a Cognitive Machine that drives the
Artificial Altruistic Behavior in two steps. In Step 1, the
Cognitive Machine performs a Simulation-based prediction
by dynamically executing abstract models of the system and
interacting entities within an established collaboration context.
A this moment, the operational context of a system is enhanced
with context information of the collaborating entities. The
predictive simulation enables the implementation of the predic-
tive leverage principle by enabling a predictive evaluation of
an action within a dynamically created context. In this way,
when the problem or the parameters of the intended action
are changed, it will be possible to virtually test if the ethical
principle still holds and it is not endangering an interacting
entity or the environment. Most networks and systems are
implicit agents, in the sense that they are designed according to
ethical aspects implemented alongside their safety engineering
process. The degree of explicit ethical agents is defined by
the level on which those systems have learned or defined
ethical rules and therefore require a cognitive machinery
that considers these rules in the acting decision in a given
context. The concept of predictive simulation employed within
a cognitive machinery enables an evidence-based justification
of the proactive artificial act of intervention to prevent harm
within an overall process of ethical reasoning.

Within a simulation-based prediction, abstract models of the
system itself and of the interacting entities are executed for
providing a dynamic evidence of trust based on which a Digi-
tal Conscious Justification is formed. As we will exemplify in
Section IV, the Digital Consciousness will perform dynamic
evaluation of goals, driven by artificial decisions, which are
influenced by ethical principles.

In the Step 2, The Digital Conscious Justification leads to
the expression of an Artificial Altruistic Behavior which is a
consequential ethic behavior of an entity who carries extra
actions for avoiding hazardous situations of another entity
(human, system or network). This behavior is based on the
capability to anticipate consequences of the other entity’s
actions as well as capability and will of acting in order to

prevent a possible calamity. In this phase, the process of
attributing moral responsibilities to an artificial entity is based
on engineering and technical considerations that ensure the
entity’s capability to anticipate and react in a trustworthy
manner. The mechanism of predictive simulation supports a
system’s capacity to anticipate reactions within an internal
probating period during which ethical decisions are evaluated
and reviewed before being exposed in the real world.

The method we are proposing encompasses multiple chal-
lenges such as: a) considerations of rules to learn, b) choice
of training cases that can be scrutinized by a panel of
multiple and various stakeholders, c) transparency of the
ethical decision-making process which can require logging
of selected information derived from data collected at the
operational level, d) creation of dynamic models that reflect
the new operational context, e) dynamic runtime formation of
abstract data-driven abstract models that characterize a new
environment, f) deployment of a mechanism that enables the
dynamic trust evaluation of ethical outcomes. In the next
section we introduce our designed solution to the challenge f),
as a step towards enabling the applicability of our approach.

IV. PLATFORM

Within an autonomous digital ecosystem, an entity decides
without human intervention how to respond to inputs. In
”supervised autonomy” [21], autonomous systems are subject
to human monitoring or supervision. However the low-level
decisions are made by the system itself. Therefore, the evalu-
ation and prediction needs to be performed at the operational
level as well. Artificial entities that act autonomously and
according to ethical principles take decisions either according
to predetermined principles or learn these principles from
observed decisions. When ethical decisions are learned from
data consisting of a set of moral judgements, a general
principle of ethics is derived for the corresponding artificial
entity. As stated before, this principle shall have predictive
leverage in the sense that it shall be tested as soon as the
problem/parameters change.

Current approaches that judge the morality of a machine
use the human behavior as a threshold [22]. However, it is
well-known that humans are more sensitive to errors made by
machines than to errors made by humans. Therefore, such a
threshold can be too low for deriving the behavior of a machine
that can be ethically trusted in a society. Instead, in our work
we propose an elevation of the current concepts designed to
avoid unethical system outcomes based on reasoning about
obligations and permissions [15] by incorporating a runtime-
based prediction within a holistic reasoning process of trust.

For this, in Fig 2 we introduce the concept of a platform
that enables the dynamic testing of an ethical principle within
an autonomous dynamic ecosystem. An Autonomous Dynamic
Ecosystem consists of multiple Actors such as Users, Busi-
nesses, Developers within organizations and Artificial Ethical
Impact Agents, which are artificial entities such as Systems,
Networks and other Digital Assets which can be software
components and software smart agents. For assuring an ethical



Fig. 2. Metamodel of the Platform

behavior, the predictive runtime evaluation needs to account
of a) the Decisions manifested by the Ethical Impact Agents
and b) the Ethical Principle that is learned. A digital Cog-
nitive Machine that contains a Framework for Dynamic Trust
Evaluation dynamically evaluates the Goals supported by the
Decisions and outputs detected deviations in terms of Anti-
Goals that will correct a Decision in a virtual environment,
before it takes effects in the real world.

V. CONCLUSIONS AND FUTURE WORK

Human expectations of a system’s trustworthy behavior
are already higher when compared to human expectations of
trusted behavior of another human. Technological advances
and the vision to develop explicit ethical agents raise the
human expectation on ethical machines even higher, making
their ethical governance even more challenging. In this paper
we’ve introduced a vision for building ethical trust by elevating
the concept of predictive simulation for enabling evaluation of
ethical outcome decisions in a predictive virtual environment,
as a prerequisite for enabling a prompt ethical reaction. Dif-
ferent than current approaches for designing minimally ethical
agents that focus on construction of cognitive architectures
that support the core processes of making ethical choices, the
predictive simulation, part of a cognitive machinery enables a
proactive reasoning and ethical trustworthy to possible harmful
situations.

In addition to the research directions mentioned at the end of
Section III, for enabling the further development of an ecosys-
tem’s awareness to harmful consequences of internal actions,
multiple engineering challenges must be solved, such as: a)
development of capabilities to recognize situations in which

actions have ethical impact, b) development of capabilities to
perceive the nature of risk when interacting with humans, c)
development of capability to perceive risk in a new context,
and d) development of capability to adapt the risk computation
in dynamic changes of context.
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