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Problem
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Social biases engineered into 

data and technology systems

Keyes (2018), Benjamin (2019), Crawford and Paglen (2019), 
D'Ignazio and Klein (2020), Constanza-Chock (2020)
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Left to right: screen shot by author (2022); figures from Sweeney's "Discrimination in Online Ad Delivery" (2013; p. 46); figure from Costanza-Chock's Design Justice, (2020; p. 1)
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Quantity Convenience Universal ThinkingEfficiency

Quality Representativeness Situated ThinkingAccuracy
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What if we focus on
making social biases transparent

instead of
trying to remove them?



Quantity Convenience Universal ThinkingEfficiency

Quality Representativeness Situated ThinkingAccuracy
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Quality Representativeness Situated ThinkingAccuracy

Quantity Convenience Universal ThinkingEfficiency
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Case Study

Archives Catalog

Heritage Collections, University of Edinburgh, UK

British English descriptions (circa 19th century to 

present)

Gender bias (21st century)
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Research Questions

1. Can gender biased language be reliably annotated?

2. Can Machine Learning (ML) models be trained to identify types of 
gender biased language at scale?

3. How useful would such models be to catalogers, archivists, 
librarians, and curators?
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Contributions

Taxonomy

12

Dataset ML Models Evaluation
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RQ 1: Can gender biased language be reliably annotated?

Gender biased language:

• Omission: exclusion, silence, absence
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RQ 1: Can gender biased language be reliably annotated?

Gender biased language:

• Omission: exclusion, silence, absence

• Stereotype: overly simplified, judgmental, identity limiting, 

upholding societal power imbalances
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Model 

Creation
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classifier
train on 
manual 
annotations



Model 

Creation

24

classifier

run the 
classifier on 
new data
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Creation
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classifier

compare 
classifier and  

manual 
annotations



Results, part I
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RQ 2: Can Machine Learning 
models be trained to identify types 
of gender biased language at 
scale?
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Results, part II
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RQ 3: How useful would such 
models be to catalogers, archivists, 
librarians, and curators?
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Results, part II
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Model strengths:

• Support collection reviews

• Guide description “best 
practices”

• Facilitate self-reflection



Results, part II
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Model strengths:

• Support collection reviews

• Guide description “best 
practices”

• Facilitate self-reflection

Model limitations:

• Inevitability of bias

• Difficulty tracing origins of 
bias

• Uncertainty in descriptions
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Social biases engineered into 

data and technology systems

Keyes (2018), Benjamin (2019), Crawford and Paglen (2019), 
D'Ignazio and Klein (2020), Constanza-Chock (2020)



Quality Representativeness Situated ThinkingAccuracy

Quantity Convenience Universal ThinkingEfficiency
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Recommendations

For the computational sciences

Consider quality, representativeness, accuracy, situated thinking; collaborate!

For Galleries, Libraries, Archives, and Museum (GLAM)

Value in bringing ML to cataloging practices (cautiously) and in bringing own 
approaches to ML processes

For Historians, Digital Humanitists

No tool, description, or dataset is neutral; combine ML with GLAM experts’ 
knowledge and existing practices
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Thank you!

Beyond Explanation: A Case for Exploratory Text Visualizations of Non-

Aggregated, Annotated Datasets

lucy.havens@ed.ac.uk @lucy_havens

Situated Data, Situated Systems: A Methodology to Engage with 

Power Relations in NLP Research

Uncertainty and Inclusivity in Gender Bias Annotation: An Annotation 

Taxonomy and Annotated Datasets of British English Text
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Taxonomy of Gendered and Gender Biased Language
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1.  Person-Names

A. Unknown

B. Non-binary

C. Feminine

D. Masculine

2.  Linguistic

A. Gendered Pronoun

B. Gendered Role

C. Generalization

3.  Contextual

A. Empowering

B. Occupation

C. Omission

D. Stereotype



RQ 1, 

Step 2

Taxonomy of Gendered & Gender Biased Language

1. Linguistic
a. Gendered Pronoun
b. Gendered Role

2. Person Name
a. Feminine
b. Masculine
c. Non-binary
d. Unknown

3.   Contextual
a. Occupation
b. Omission
c. Stereotype
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RQ 1, 

Step 3

Manual annotation – £5k + 400 hours
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38% of tokens in descriptions annotated with a label
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Three Classification Models

Annotate tokens (words), multiple labels per token

Labels: Gendered Pronoun, Gendered Role
Linguistic Classifier

Annotate tokens, at most one label per token

Labels: Unknown, Feminine, Masculine, Occupation

Person Name & Occupation 

Classifier

Annotate documents (descriptions)

Labels: Omission, Stereotype

Omission & Stereotype 

Classifier
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Model Cascades

Annotate tokens (words), multiple labels per token

Labels: Gendered Pronoun, Gendered Role
Linguistic Classifier

Annotate tokens, at most one label per token

Labels: Unknown, Feminine, Masculine, Occupation

Person Name & Occupation 

Classifier

Annotate documents (descriptions)

Labels: Omission, Stereotype

Omission & Stereotype 

Classifier
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Model Cascades

Annotate tokens (words), multiple labels per token

Labels: Gendered Pronoun, Gendered Role
Linguistic Classifier

Annotate tokens, at most one label per token

Labels: Unknown, Feminine, Masculine, Occupation

Person Name & Occupation 

Classifier

Annotate documents (descriptions)

Labels: Omission, Stereotype

Omission & Stereotype 

Classifier
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Model Cascades

Annotate tokens (words), multiple labels per token

Labels: Gendered Pronoun, Gendered Role
Linguistic Classifier

Annotate tokens, at most one label per token

Labels: Unknown, Feminine, Masculine, Occupation

Person Name & Occupation 

Classifier

Annotate documents (descriptions)

Labels: Omission, Stereotype

Omission & Stereotype 

Classifier
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RQ 2: Can a classification model annotate gender biases?

Yes!

Linguistic labels (Gendered Pronoun, Gendered Role) most helpful for 
classifying descriptions with Omission label

Person Name (Feminine, Masculine, Unknown) and Occupation labels 
most helpful for classifying descriptions with Stereotype label
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Model Cascades

Linguistic Only

Person Name & Occupation 

Only

All labels
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Evaluation

No additional features

Manual annotation

Best model cascade: with 

Linguistic labels
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