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Abstract – The development in automotive intelligent technology in ADAS (Advanced Driver Assistance 

System) has made Traffic sign detection and recognition play an important role in expert systems. It 

instantly assists drivers or automatic driving systems in detecting and recognizing traffic signs effectively. 

This work proposed a method to design real-time traffic sign detection and recognition system in a real 

traffic situation. The images of the road scene were converted to grayscale images and then filtered the 

grayscale images with simplified color segmentation techniques, where the parameters were optimized. 

Convolution Neural networks and support vector machines (SVM) were employed for the detection and 

classification of the traffic signs. An accuracy of about 95.3% was achieved as a comparable performance 

with the state-of-the-art method. 

Keywords – Traffic signs recognition, Colour space, Convolutional Neural Network (CNN) and Support Vector Machines 

 

I. INTRODUCTION 

Human factor remains the most common cause of 

road mortality. Indeed, the potentially dangerous 

choices made by the driver might be intentional 

(speed driving, for example) as they might be the 

result of physical tiredness, drowsiness or a poor 

perception and interpretation of seen scenes [1][2]. 

The introduction of autonomous vehicles is 

certainly a way to reduce these causes or even make 

them disappear. As part of the development of these 

autonomous vehicles, particularly driving assistance 

systems, several manufacturers and laboratories 

have geared their works towards the exploitation of 

visual information because of its usefulness for the 

detection of road, vehicles, pedestrians and traffic 

signs. Advance Driving Assistance System (ADAS) 

is a principle of road signs recognition to detect 

signs, interpret their meaning, then transmit the 

information to the driver (by a projection on a 

windshield, a screen or a smartphone) or even better, 

transmit the information to the vehicle that carries 

out the execution without needing a human 

decision[3]. This development in automotive 

intelligent technology had made many car 

companies to invest in ADAS (Advanced Driver 

Assistance System) research. A keen area of 

concern is the TSR (Traffic Sign Recognition) 

systems meant to remind drivers to pay attention to 

the speed. With the increasing demand for the 

intelligence of vehicles, it is becomes paramount to 

detect and recognize traffic signs automatically 

through computer technology. Road and traffic 

signs are those that use a visual/symbolic language 

about the road(s) ahead that can be interpreted by 

drivers. These terms are used interchangeably are 

keen to significantly improve the safety and 

implementation of autonomous driving. Traffic 

signs are often designed to be of a particular shape 

and colour with symbols inside so that there is a 

significant difference between the traffic signs and 
the background[4]. Among the major setbacks for 

traffic regongition include (i) The colors of road 

signs, particularly red, may fade after long exposure 

tothe sun[5].  
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Moreover, paint may even flake or peel off. 

(ii) Air pollution and weather conditions (e.g., rain, 

fog, shadows, and clouds) may decrease the 

visibility of road signs.[6] 

(iii) Outdoor lighting conditions varying from day 

to night may affect the colors of road signs. 

(iv) Obstacles, such as vehicles, pedestrians, and 

other road signs, may partially occlude road signs 

[7]. (v) As vehicle mounted cameras are not always 

perpendicular to the traffic signs, and the shape of 

traffic signs are often distorted in road scenes, the 

shape information of traffic signs is no longer 

fully reliable as Video images of road signs will 

have motion blur if the camcorder is mounted on a 

moving vehicle due to vehicle vibration as well as 

motion[8]. Previous researches usually consider 

undistorted and completely visible models of the 

traffic signs for recongition which is not the case for 

real characteristics of the road environment[9]. For 

this reason, current researches move towards the 

development of recognition systems with close 

proximity to real images of road signs that do not 

appear like their models. Recently deep learning has 

been employed for action recognition since the 

breakthrough [10], several works have been trying 

to design effective deep network architecture for 

task of recognition in images and videos. Among the 

existing approaches for palmprint verification, 

convolutional neural networks 

(CNNs) outperform the state-of-the-art techniques. 

CNNs are a class of deep learning concerned with 

architectures inspired by the structure and function 

of the brain, called artificial neural networks. 

Wellknown CNN architectures such as Alexnet 

[10], VGGNet [11], and ResNet [12] have shown 

excellent performance in the ImageNet Large Scale 

Visual Recognition Challenge (ILSVRC) 

competitions [13]. The CNN possess three 

important properties: Sparse interaction, Parameter 

sharing and Equivalent representation [14]. It has 

shown competency in extracting features from 

signals making its provide promising results in 

image classification. After convolution, there are 

usually pooling and fully connected layers that 

perform the classification; these convolution 

pooling is common in CNN where max or average 

pooling is carried out [15] making it possess the 

advantage of speeding up the training process in 

large dataset [16]. 

This work presents a system to detection and 

classification  of road and traffic signs. The system 

is based on three major stages: traffic sign 

detection(based on the shape and color attributes of 

traffic signs) and traffic sign recognition which 

often  employs convolutional neural networks 

(CNNs) and SVM  known for ability to come up 

with more discriminative features and clear 

distintion between classes respectively. The overall 

framework is divided into six sections with colour 

space employed for image segmentation explained 

in section three; Section four presents the proposed 

approach and the various modules to generate the 

Traffic recogniton system. The result, discussion 

and conclusions are given in section five and  six. 

II. LITERATURE REVIEW 

Human beings are capable of  distinguishing  traffic 

signs from a background as they possess certain 

unique scolor scheme, which includes red, blue, and 

white that allow for distinguishing traffic signs from 

the background scene  thus,  for a computer 

detection system, color information is also an 

important feature[4]. Traffic detection can be done 

using both gray-scale and color based, Gray-scale 

based has  the search mainly based on shape and can 

be quite expensive in terms of computational time 

[17], [18] . with the  color based detection , the 

search is  based on color via color segmentation  

which appears to be  faster than a shape detection, 

eventhough requiring additional filtering but the 

developed system is more robust, faster, 

straightforward and most simplest method [19–22]. 

Most of these methods have been developed using 

color base trasformations  as red, green, blue image 

(RGB) is too sensitive  to illumination, color space 

conversion. The HSV/HSI color space is the most 

used [8][23] but other color spaces, such as 

CIECAM97 [24], can be used as well. 

These spaces are used because chromatic 

information can be easily separated from the 

lighting information: this is 

used to detect a specified color in almost all light 

conditions. Shadeed et al. [25] segmented the image 

by the U and V chromaticity channels in YUV 

space, where U is positive and V is the color red. 

This information was combined with the hue 

channel of the hue, saturation, value (HSV) color 

space to segment the red road signs from the image 
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In  [26], thresholds were used in the color channel 

of the HSV color space, to segment the red road 

signs. Unfortunately, due to strong light, poor light, 

and other bad weather conditions, color-based 

detection methods often fail to achieve better 

results.  

Owing to the fact that traffic signs from most 

countries have a strict shape and symbol 

distinction.with  pairs of different signs when 

converted to grayscale which appear the same, 

This design allows color blind and color weak 

drivers and pedestrians to recognize traffic signs 

without or with less color information.  Based on 

such features,  some algorithms completely 

ignore  color information and adopt shape-

based image segmentation [27–29]. In addition 

to the above-mentioned factors, some 

algorithms use image features other than the 

raw color space and shape information. The 

authors in Reference [30] used the color 

probability model, and  traffic sign proposals 

were then extracted by finding the most stable 

extremal regions on these maps. [31] used  

rotation invariant binary pattern-based 

features. In any case, finding good feature 

expression is an important part of traffic sign 

detection, and is also an important research 

topic in this field. 

Recently, as deep learning methods have 

demonstrated prominent representation 

capacity and achieved  outstanding 

performance in traffic sign recognition, more 

scholars have applied technologies to this area 

[32–35]. The author of  [32] used  a convolution 

neural network based  on deep  learning with  a 

hinge loss stochastic gradient descent  method, 

which achieved a high recognition rate. Dan 

[33] provided a multi-column deep neural 

network for traffic classification running on a 

graphic processing unit (GPU), and obtained a 

better-than-human recognition rate.  Qian [34] 

used  CNN  as the classifier  to learn the 

discriminative feature of max pooling 

positions to classify  traffic signs  and  obtained 

a comparable performance with the-state-of-

the-art method. Ali [35] used a procedure based  

on color segmentation, histogram of oriented 

gradients, and  CNN,  for the detection and  

recognition of traffic signs,  which achieved 

better  classification accuracy and 

computational speed.  For this work, the 

detection process involves the use of 

colour segmentation followed by shape  

detection and finally classification by 

Convolutional Neural Networks and 

Support vector machines  to further study 

the choice of discriminative features and  to 

research the network structure to improve 

classification accuracy and processing time. 

III. COLOUR SPACE 

Color is a powerful descriptor that often simplifies 

object identification and extraction from a scene. 

When humans are asked to describe a picture, they 

generally give a list of objects within the picture as 

well as their relative positions [36].  A typical color 

image capturing system relies on a trichromatic 

input based on the additive primary colors red, green 

and blue [37][38]. This is commonly known as the 

RGB color space. The RGB model corresponds 

most closely to the physical sensors for colored light 

(e.g., the cones in the human eye), and it is 

implemented as red, green, and blue filters in most 

color CCD sensors. However, the human perception 

of color qualities can be said to follow more closely 

the HSI (Hue, Saturation, and Intensity) model [39]. 

This model creates a color image representation 

based on the amount of light (i.e., the Intensity), the 

amount of color (i.e., the 

Saturation) and color as described by the 

wavelength (i.e., the Hue).  Humans perceive color 

as a result of light in the visible region of the 

spectrum (i.e., having wavelengths in the region of 

400 nm to 700 nm [40]) being projected upon the 

retina. Therefore, color is the brain’s reaction to a 

specific visual stimulus (i.e., an object reflecting 

light of a certain wavelength). Although color can 

be precisely described by measuring its 

spectral power distribution or SPD (the intensity of 

the visible electromagnetic radiation at 

many discrete wavelengths) this leads to a large 

degree of redundancy. The human retina has 

only three types of color photoreceptor cone cells 

each of which responds to incident radiation 

with a somewhat different spectral response curve. 

These three broad spectral bands roughly 

correspond to what humans perceive as red, green 

and blue light. The rod is the fourth type of 
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photoreceptor cell present in the retina. Rods are 

effective only at extremely low light levels. 

The signals from these color sensitive cells (cones), 

together with those from the rods (sensitive 

to intensity only), combine in the brain to give 

“sensations” of different colors [41]. 

(i) RGB 

The RGB (Red, Green, Blue) space is used most 

frequently in computer graphics and image 

processing applications. A color in this space is 

represented by a triplet of values typically 

between zero and one and is usually scaled by 

255 for an 8-bit representation. Each color can 

be broken down into its relative intensity in the 

three primaries corresponding to the spectral 

response of one of the three types of cones 

present in the human eye: red, green and blue. 

The space is easily represented as a three 

dimensional cube where each axis represents the 

strength of the color in one of the three 

primaries. 

  

Figure 1: RGB Colour Space 

 

(ii) HIS 

The HSI (Hue, Saturation, and Intensity) 

model [37] can be said to follow more 

closely the human perception of color 

qualities. Hue (H) is the color as described 

by wavelength – for example, the distinction 

between red and blue. Hue represents the 

fundamental or dominant color. Saturation 

(S) represents the amount of a color present, 

where pastel shades (e.g. pink) have low 

saturation values while pure spectral colors 

(e.g. red) are completely saturated. The 

intensity (I) represents the overall brightness 

or the amount of light. It is independent of 

color and is a linear value. It is measured as 

an angle on a color circle with the three 

primary colors spaced 120◦apart. The first 

two values specify the chromaticity of a 

color point. Figure 2 shows the relationship 

between the HSI and RGB spaces. 

 
    Figure 2: HSI Colour Space 

 

It is noted that the HSI color space is one of 

several spaces that can be derived from the 

General Hue, Luminance and Saturation 

(GHLS) space. There are other slightly 

different interpretations of hue, luminance 

and saturation. There is a general 

transformation from RGB to GHLS [39]. 

By setting certain parameters in this 

transformation, one can specify any of the 

transformations from the RGB space to an 

HSI, HLS or HSV [39] (Hue, Saturation and 

Value) representation. The HSI definition is 

given in [36-40] as shown below: 

 

cosα =
(𝑅 − 𝐺) + (𝑅 − 𝐵)

2[(𝑅 − 𝐺)2 + (𝑅 − 𝐵)(𝐺 − 𝐵)1 ]1/2
 

 

𝐻 = {
𝛼                                           𝑖𝑓 𝐵 < 𝐺

2𝜋 − 𝛼                  𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                  
 

𝑆 = 1 −
3. 𝑚𝑖𝑛(𝑅, 𝐺, 𝐵)

𝑅 + 𝐺 + 𝐵
 

𝐼 =
1

3
(𝑅 + 𝐺 + 𝐵) 
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The plane I=1 (for normalized R, G, B values) 

defines the hue triangle (with vertices at the 

extremities of the Red, Green and Blue axes) 

from which these equations have been derived. 

Shafer’s model was applied to the different 

components of the HSI space [37]. 

IV.  PROPOSED APPROACH FOR THE TRAFFIC SIGN 

DETECTION AND RECOGNITION  

A. RECOGNITION MODULE 

A system to detect and recognize road and traffic 

signs should be able to work in two modes; the 

training mode in which a database can be built by 

collecting a set of traffic signs for training and 

validation, and a prediction mode in which the 

system can recognize a traffic sign which has not 

been seen before.  It consists of a number of modules 

which work together to perform this recognition as 

shown in figure 3. These modules are as follows: 

The image, Colour Segmentation , Shape Analysis, 

Raw Image Database, Training Database, Feature 

Extraction, Classification. 

a. The image: A digital image which is  clear 

and sharp with different sizes is necessary. 

Images presented at this stage are used in 

later stages to develop and validate the 

colour segmentation algorithm, the 

recognition stage, and to build the 

classification system. 

b. Colour Segmentation: Colour 

segmentation is an important step employed 

to eliminate all background objects and 

insignificant information in the image. It 

generates a binary image containing the road 

signs and any other objects similar to the 

colour of the road sign. This step reduces the 

amount of calculation needed in the 

following steps as it radically reduces the 

number of probable objects. A colour 

segmentation algorithm should be robust 

enough to work in a wide spectrum of 

environmental conditions and be able to 

generate binary images even when traffic 

sign colours are attenuated. 

 

 

Figure 3: Block diagram of Traffic Sign Detection and 

Recogntion System 

 

c. Shape Analysis: The task of this module 

includes cleaning the binary image from 

noise and small objects, applying connected 

components labelling algorithm, and 

recognizing the traffic sign. This module 

normalizes the recognized traffic sign so that 

it becomes invariant to the in-plane 

transformations meaning that the resultant 

sign has a fixed size and it is located in a 

standard position where its center of gravity 

is located in the center of the image. This 

module works in two modes; the training 

and the prediction mode. In the training 

mode it is invoked to create or update the 

training image database. In the prediction 

mode it prepares every object in the binary 

image to be in standard format and ready for 

feature extraction. 

d. Raw Image Database: This database is 

simply a collection of traffic scenes gathered 

by the camera. Images in this database are 

categorized according to the type of the sign, 

condition of the sign such as occluded, 

damaged, or faded, weather conditions, light 

geometry, and defects in the images such as 

blurring. The database represents the main 
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source of images from which another 

database called the “training database” is 

built. The number of images in this database 

should be extensive enough to cover the 

large variety of traffic signs which are used 

for training the system. In addition to this, 

the number of images containing the same 

type of sign should be vast to provide a good 

number of examples for training.  An Access 

database program manages the images and 

the information about them so that selecting 

images with certain characteristics is 

straightforward. 

e. Training Database: The training database 

consists of binary images of a normalized 

size such as 30x30 pixels. The database is 

created and updated in the training mode in 

such a way that binary images of the desired 

traffic signs are selected from a set of 

images. This database is used either directly 

or by extracting some features to train and 

validate the classifier.  In the prediction 

mode, the database is invoked to train the 

classifier before any classification task takes 

place. 

f. Feature Extraction: This module contains 

algorithms which are used to extract features 

from either the training images in the 

training database or images directly from the 

shape analysis unit. It allows the classifier to 

be trained by either binary images or by 

features. The CNN was employed for this 

task.. 

g. Classification: this stage proivde a clear 

distintion between the signs . The algorithm 

learns a separating hyperplane to maximize 

the margin and to produce good 

generalization ability. İn this work, SVM 

was employed for the classifcation due to the 

good generalization performance on a large 

number of real-life data and due to the fact 

that the approach is properly motivated, it 

has been used for a wide range of 

applications. 

V. RESULTS AND DISCUSSIONS 

Our approach to building this traffic sign 

classification model is discussed in four steps: 

i. Explore the dataset  

ii.  Build a CNN model  
iii. Train and validate the mode 

iv. Test the model with test dataset.  

To ensure smooth processing the TK GUI toolkit 

was employed. Tkinter is a python platform binding 

to the. TK GUI toolkit It is the standard Python 

interface to the TK GUI toolkit, and is python’s de 

facto standard GUI. Tkinter is included with 

standard Linux,Microsoft windows and Mac OS X 

installs of Python. For this work that of  Microsoft 
windows was used. 

Step 1: Explore the dataset 

The database employed for this work is the German 

Traffic Sign Recognition Benchmark (GTSRB) 

databases .Our ‘train’ folder contains 43 folders 

each representing a different class. The range of the 

folder is from 0 to 42. With the help of the OS 

module, we iterate over all the classes and append 

images and their respective labels in the data and 

labels list. 

 

Figure 4: Importing Packages and Datasets 
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 The PIL library was used to open image content 

into an array. We have stored all the images and 

their labels into lists (data and labels). A conversion 

of  the list into numpy arrays was done for feeding 

to the model.The shape of data is (39209, 30, 30, 3) 

which means that there are 39,209 images of size 

30×30 pixels and the last 3 means the data contains 

colored images (RGB value).  

 
Figure 5: Splitting Test and Train Data 

 

With the sklearn package, we use the 

train_test_split() method to split training and testing 

data. With  the  aid of keras.utils package, we use 

categorical method to convert the labels present in 

y_train and t_test into one-hot encoding. 
 

Step 2: Build CNN Model 

To classify the images into their respective 

categories, we will build a CNN model  CNN is best 

for image classification purposes. The architecture 

of our model is: 

 2 Conv2D layer (filter=32, 

kernel_size=(5,5), activation=”relu”) 

 MaxPool2D layer ( pool_size=(2,2)) 

 Dropout layer (rate=0.25) 

 2 Conv2D layer (filter=64, 

kernel_size=(3,3), activation=”relu”) 

 MaxPool2D layer ( pool_size=(2,2)) 

 Dropout layer (rate=0.25) 

 Flatten layer to squeeze the layers into 1 

dimension 

 Dense Fully connected layer (256 nodes, 

activation=”relu”) 

 Dropout layer (rate=0.5) 

 Dense layer (43 nodes, 

activation=”softmax”) 

We compile the model with Adam optimizer which 

performs well and loss is 

“categorical_crossentropy” because we have 

multiple classes to categorize.  

 

Figure 6: Building CNN Model 

 

      Step 3: Train and Validate the Model 

 After building the model architecture, we 

then train the model using model.fit(). I tried 

with batch size 32 and 64. Our model 

performed better with 64 batch size. And 

after 15 epochs the accuracy was stable.  
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Figure 7: Train and Validation of Model 

 

Our model got a 95% accuracy on the training 

dataset. With matplotlib, we plot the graph for    

accuracy and the loss. 

 

Figure 8: Accuracy Plotting using Python 

 
 

Figure 9: Accuracy and Loss Graph 

Step 4: Test our Model with Test Dataset 

Our dataset contains a test folder and in a test.csv 

file, we have the details related to the image path 

and their respective class labels. We extract the 

image path and labels using pandas. Then to predict 

the model, we have to resize our images to 30×30 

pixels and make a numpy array containing all image 

data. From the sklearn.metrics, we imported the 

accuracy_score and observed how our model 

predicted the actual labels. We achieved a 95% 

accuracy in this model. In the end, we are going to 

save the model that we have trained using the Keras 

model.save() function as shown in figure  



Özkaya et al., Paper Title, ICAENS 2022, Konya, Turkey 

 

 

 
 

Figure 10: Testing Model with Test data 

Step 5: Traffic Signs Classifier GUI 

Now we built a graphical user interface for our 

traffic signs classifier with Tkinter. Tkinter is a GUI 

toolkit in the standard python library. we have first 

loaded the trained model ‘traffic_classifier.h5’ 

using Keras. And then we build the GUI for 

uploading the image and a button is used to 

classification which is called the classify() function. 

The classify() function involves converting the 

image into the dimension of shape (1, 30, 30, 3). 

This is because to predict the traffic sign we have to 

provide the same dimension we have used when 

building the model. Then we predict the class, the 

model.predict_classes(image) returns us a number 

between (0-42) which represents the class it belongs 

to. We use the dictionary to get the information 

about the class. This has allowed us successfully 

classified the traffic signs classifier with 95% 

accuracy and also visualized how our accuracy and 

loss changes with time. 
 

 

Figure 11: Examples of the detection and recognition results 

 

Results should be clear and concise. The most 

important features and trends in the results should 

be described but should not interpreted in detail. 

VI. CONCLUSION 

This work has demonstrated a means of designing 

a road traffic sign recognition system. CNN was 

used for feature extraction with support vector 

machines employed for classification and 

validation. An accuracy of about 95% is seen to 

have been achieved  
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