
Bulletin of Electrical Engineering and Informatics 

Vol. 12, No. 5, October 2023, pp. 2586~2594 

ISSN: 2302-9285, DOI: 10.11591/eei.v12i5.4661      2586  

 

Journal homepage: http://beei.org 

Wind generator and storage system scheduling for customer 

benefit and battery life 
 

 

Neelakantha Guru1, Samarjit Patnaik2, Manas Ranjan Nayak1, Meera Viswavandya2 
1Department of Electrical Engineering, Biju Patnaik University of Technology, Rourkela, India 

2Department of Electrical Engineering, Odisha University of Technology and Research, Bhubaneswar, India 

 

 

Article Info  ABSTRACT 

Article history: 

Received Aug 27, 2022 

Revised Dec 16, 2022 

Accepted Jan 29, 2023 

 

 Due to increased fossil fuel use and fossil fuel limitations, the Indian energy 

industry is migrating to non-conventional energy resources such as solar 

power, wind production, and fuel cells. The unpredictability of non-

conventional energy sources makes it difficult to balance an electrical 

system when they are incorporated, necessitating the incorporation of a 

storage device into the grid. In a microgrid system with wind turbine 

generation (WTG) and a battery energy storage system (BESS), the BESS 

may reserve energy during periods of surplus generation and release it to the 

grid during times of peak demand. The suggested technique establishes the 

state of charge (SOC) schedule for the BESS by employing an artificial 

rabbit optimisation (ARO) algorithm that minimises energy costs for 

customers. The state of health (SOH) of the energy storage is incorporated as 

an ageing coefficient, which causes the BESS to behave conservatively in 

order to retain its lifespan. Using a time of use (TOU) tariff, simulation 

results suggest a substantial possibility to boost the savings of consumers in 

a grid-connected micro-grid. The simulation findings indicate that by 

efficiently scheduling the BESS power management technique, the proposed 

method improves a number of distribution system efficacy. 
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1. INTRODUCTION 

In a distribution network, smart grids (SG) enable the creation of a sustainable, cost-effective, and 

secure energy supply. The effective utilization of renewable energy sources (RES) in the SG is essential as 

the consumer load demands grows [1] day-by-day. In recent years, this has resulted in a considerable rise in 

India's wind energy penetration in distribution system. The inconsistent power production of wind turbine 

generators present a challenge in the regulated market, necessitating the use of storage systems [2]. A battery 

energy storage system (BESS) offers high power and energy density, flexibility in site selection, and rapid 

response. Additionally, BESSs may charge and discharge electricity from and to the power grid, allowing 

them to serve as both energy consumers and suppliers [3], [4]. These characteristics enable BESSs to address 

the issue of RES instability. A BESS consists of several battery banks, each of which is equipped with its 

own battery management system (BMS) and a common system supervisory control that mandates the BESS's 

control strategy [5]. The control strategy identifies the operational BESS banks. Energy and power 

applications are the two types of BESS applications "energy applications and power applications" [6]. 

A few research works have focused on the optimal placement of the BESS and the penetration 

capability of wind turbine generation (WTG), in addition to their respective processes and features [7]. The 

https://creativecommons.org/licenses/by-sa/4.0/
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scheduling of RESs and tie lines, utilizes a novel stochastic multi-area unit commitment (MAUC) 

architecture [8]. To reduce the number of scenarios and improve the resilience of unit commitment (UC) 

schemes, a worst-case based scenario selection method (SSM) based on peak and valley shaving of the 

system, ramping-up/down rates of net load, and the dispersion of uncertainty factors is presented [9]–[11]. 

Zeng et al. [12] examines the probable relationships between uncertainties in RES while implementing a 

price-based demand response program. By modelling the unpredictability of renewable power output with 

probabilistic constraints, Chen et al. [13] have proposed a realistic multi-objective optimal scheduling model 

of grid-connected microgrids based on chance-constrained programming (CCP) for minimising operating 

costs and improving the user experience. In addition, from the perspective of demand-side management, a 

user satisfaction metric was developed [14], [15]. 

Multiple methods have been utilised in research to solve difficult power systems optimisation 

problems [16]. Bio-inspired algorithms based on swarms have been developed to address rapid convergence, 

enormous search space, and multi-objective optimization functions [17]. Nevertheless, there is no one 

optimisation algorithm capable of overcoming all obstacles. The new bio-inspired optimizers are always 

being developed, given that so many currently exist, reason being found in the no free lunch (NFL) theorem 

[18]. NFL theorem motivates more efficient bio-inspired optimizers, which is the impetus for this study. 

Moreover, the bulk of optimizers include several control options [19]. This article presents a unique 

algorithm named artificial rabbit optimization (ARO) that is inspired by the survival strategies of rabbits in 

the wild and their detour foraging and random hiding behavior [20]. ARO is extremely competitive in the 

resolution of challenging engineering optimization issues. 

Even though there have been several studies of BESS paired with wind for grid level peak load 

regulation [21], they have focused on small scale BESS (MW-range) and covered a proportion of a grid's 

total wind output or implemented wind-BESS systems mainly to maximise financial metrics [22]. The scope 

of research has not been limited to WTG-BESS scheduling for storage health improvement. Such research is 

necessary to comprehend the techno-economic-environmental potential of WTG-BESS micro-grid operating 

issues and possible profitability while integrating with the national grid. The key contributions to this work 

are: i) power flow management models for grid-connected WTG systems with storage are developed, with an 

emphasis on effective charging and discharging of BESS scheduling to reduce consumer energy expenditures 

and improve energy storage simultaneously considering BESS ageing based on state of health (SOH); ii) a 

novel ARO technique is used to solve a highly nonlinear power system problem; and iii) sensitivity analysis 

was performed to examine the impact of various variables on wind generation uncertainties, such as grid 

price, grid power, and feed-in-tariff (FIT), on a specific summer and winter day.  

The remainder of the research is organised as follows. Sections 2 and 3 are dedicated to system 

modelling and problem formulation methodologies, respectively. In section 4, the ARO algorithm is described in 

depth. Section 5 examines the results of the simulation and their interpretation, while section 6 concludes the study. 

 

 

2. MODELLING OF SYSTEM 

The system represented by Figure 1, consists of a grid tied micro-grid. In a microgrid subsystem, a 

residential load is taken into account alongside a WTG and BESS linked to the same bus. The microgrid's 

bidirectional converter regulates power flows both inside the microgrid as well as to the grid. The battery 

converter works as a charge controller throughout the BESS’s charging procedure. 
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Figure 1. Radial distribution system with WTG and BESS system 
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2.1.  Modelling of WTG 

Wind generator power output is determined using the sweep area of the rotor, air density, and 

position of wind generators, successfully converting wind power to electrical power. The WTG specifications 

are as per Table 1. The mathematical expression of output power from WTG [23] can be expressed in (1): 
 

𝑃𝑊𝑇𝐺(𝑡) =  {

0 𝑣(𝑡) < 𝑣𝑐𝑖𝑛 𝑜𝑟 𝑣(𝑡) > 𝑣𝑐𝑜𝑢𝑡
1

2
𝜌 𝐴𝑠 𝜂𝑊𝑇𝐺  𝜂𝑐𝑜𝑛𝑣𝑒  𝑁𝑊𝑇𝐺 𝑣𝑐𝑖𝑛 ≤ 𝑣(𝑡) ≤ 𝑣𝑟𝑑

𝑃𝑊𝑇𝐺
𝑚𝑎𝑥  𝑁𝑊𝑇𝐺 𝑣𝑟𝑑 ≤ 𝑣(𝑡) ≤ 𝑣𝑐𝑜𝑢𝑡

 (1) 

 

Wind speed data [24] for two seasons is shown in Figure 2. 
 
 

Table 1. WTG and BESS specifications 
WTG parameters BESS parameters 

Name of parameter Specification Name of parameter Specification 

Number of wind turbines 1 Minimum state of charge (SOC)   20% 
Swept area of wind turbine 41.1 m2 Maximum SOC  90% 

Pressure 1 atm Ageing coefficient  0.00031 
Wind turbine efficiency 30% Step in SOC  0.01 

Converter efficiency 95% Minimum change in SOC  -70% 

Maximum output power 1.5 kW Maximum change in SOC  70% 
Cut-in speed 2 m/sec Starting value of SOC  50% 

Cut-out speed 12 m/sec Battery initial cost  9125 Rs/kWhr 

 

 

 
 

Figure 2. Hourly wind speed in a day 

 

 

2.2.  Modelling of BESS 

A battery bank, charge controller and a power converter circuit constitute the BESS. In series 

arrangement, four numbers of 6 𝑉 lead acid batteries are employed. The 𝐵𝐸𝑆𝑆 has a 400 𝐴ℎ energy capacity, 

and a 24 𝑉 power converter regulates the power flow in the system. The power 𝑃𝑏𝑎𝑡(𝑡) at instant 𝑡 can be 

calculated as in (2): 
 

𝑃𝑏𝑎𝑡(𝑡) = 𝑉𝑏𝑎𝑡(𝑡) 𝐼𝑏𝑎𝑡(𝑡) (2) 
 

𝑉𝑏𝑎𝑡(𝑡) = [6.75 + 1.2 × 𝑆𝑂𝐶(𝑡)]𝑁𝑏(𝑡)  𝐼𝑏 > 0 (3) 
  

𝑉𝑏𝑎𝑡(𝑡) = [6.295 − 1.02 × (1 − 𝑆𝑂𝐶(𝑡))]𝑁𝑏(𝑡)  𝐼𝑏 ≤ 0 (4) 
 

Where, 𝑉𝑏𝑎𝑡(𝑡) is the voltage of battery, 𝑁𝑏(𝑡) = 4 represents the number of batteries connected in series and 

SOC is represented as 𝑆𝑂𝐶(𝑡). The voltage of the 𝐵𝐸𝑆𝑆 during charging [25] is as in (3) and during 

discharging is as in (4). The SOH of 𝐵𝐸𝑆𝑆 at instant 𝑡 is defined as in (5): 
 

𝑆𝑂𝐻(𝑡) =
𝐶𝑟(𝑡)

𝐶𝑟,𝑛𝑜𝑚 (𝑡)
 (5) 

 

Where, 𝐶𝑟,𝑛𝑜𝑚 (𝑡) represents the nominal capacity of the battery. The 𝐵𝐸𝑆𝑆 performance degrades with 

every discharge. There is a loss of capacity of 𝐵𝐸𝑆𝑆, which is assumed to be a linear function of depth of 

discharge. The lead acid battery specifications [24] are illustrated in Table 1. 

 

2.3.  Modelling of load 

In Bhubaneswar, the average power requirement for this load considered here per day is 0.9825 kW 

during winter day and 1.2223 kW during summer day. The maximum and minimum load demands during 
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winter day are 1.50135 kW and 0.7079 kW, and during summer day are 1.60425 kW and 0.77495 kW, 

respectively. The hourly profile of load [26] for two different seasons is shown in Figure 3. 
 

 

 
 

Figure 3. Hourly residential load profile in a day 

 

 

2.4.  Modelling of grid 

The energy management system determines how much energy must be generated to satisfy demand 

and reserve energy in the BESS. The maximum power transfer to grid is 𝑃𝐺𝑟𝑖𝑑
𝑚𝑎𝑥  =1.4 kW, beyond which the 

applicable grid penalty factor (GPF) is considered to be Rs 10/kW. Two types of pricing schemes are 

considered in the scope of this work. The Tier 1 or fixed-cost pricing scheme assumes the FIT and electricity 

grid price (EGP) at Rs 4/kWhr flat rate. In Tier 2 pricing of time of use (TOU) pricing, during summer 

season FIT is at Rs 6/kWhr during peak hours and Rs 1/kWhr during off-peak hours and EGP is at Rs 

3/kWhr during peak hours and Rs 2/kWhr during off-peak hours. In Tier 2 pricing of TOU pricing, during 

winter season FIT is at Rs 5/kWhr during peak hours and Rs 1/kWhr during off-peak hours and EGP is at Rs 

3/kWhr during peak hours and Rs 2/kWhr during off-peak hours. The peak hours during summer season are 

11 ℎ𝑟 ≤ 𝑡 ≤ 22 ℎ𝑟 and during winter are 7 ℎ𝑟 ≤ 𝑡 ≤ 10 ℎ𝑟 and 17 ℎ𝑟 ≤ 𝑡 ≤ 20 ℎ𝑟, respectively. 

 

 

3. PROBLEM FORMULATION 

The objective is to optimally schedule the SOC of BESS in a WTG-BESS based grid connected 

micro-grid simultaneously considering consumer cash flow benefit. The load flow equations are solved 

considering the minimum and maximum limits of SOC and preserving the power balance of the system. The 

formulation of objective function also considers state of health of storage and ageing cost. The detailed 

formulation is mathematically represented in subsequent section. 

 

3.1.  Objective function 

The objective is to minimise cash flow for a day and providing maximum benefits to consumers. As 

a result, the mathematical formulation can be expressed as combining two primary factors the cash received 

and disbursed, respectively, as in (6): 
 

𝐹𝑜𝑏𝑗 =  ∑ (𝐶𝑅(𝑡) + 𝐶𝑃(𝑡))𝑇
𝑡=𝑡0

 (6) 
 

The cash received and disbursed are evaluated as in (7) and (8): 
 

𝐶𝑃(Δ𝑡) =  𝑃𝐺𝑟𝑖𝑑(Δ𝑡) 𝐸𝐺𝑃 Δ𝑡 + 𝐵𝑟𝐶(Δ𝑡) 𝑃𝐺𝑟𝑖𝑑(Δ𝑡) ≥ 0 (7) 
 

𝐶𝑅(Δ𝑡) =  𝑃𝐺𝑟𝑖𝑑(Δ𝑡) 𝐹𝐼𝑇 Δ𝑡  𝑃𝐺𝑟𝑖𝑑(Δ𝑡) < 0 (8) 
 

The BESS ageing cost BrC, can be evaluated as in (9): 
 

𝐵𝑟𝐶(𝑡) =
𝐵𝑖𝐶(−Δ𝑆𝑂𝐻(𝑡))

1−𝑆𝑂𝐻𝑚𝑖𝑛  (9) 

 

3.2.  System constraints 

The system works within the confines of the following limits on equality and inequity. 
 

𝑃𝐺𝑟𝑖𝑑(𝑡) = 𝑃𝑙𝑜𝑎𝑑(𝑡) − 𝑃𝑊𝑇𝐺(𝑡) ∓ 𝑃𝑏𝑎𝑡(𝑡) (10) 
 

𝑆𝑂𝐶𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶(𝑡) ≤ 𝑆𝑂𝐶𝑚𝑎𝑥 (11) 
 

𝑃𝑏𝑎𝑡
𝑚𝑖𝑛 ≤ 𝑃𝑏𝑎𝑡(𝑡) ≤ 𝑃𝑏𝑎𝑡

𝑚𝑎𝑥  (12) 
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𝑆𝑂𝐻(𝑡) ≥ 𝑆𝑂𝐻𝑚𝑖𝑛 (13) 
 

𝑃𝐺𝑟𝑖𝑑(𝑡)   ≤   𝑃𝐺𝑟𝑖𝑑
𝑚𝑎𝑥 (14) 

 

The constraints specify the laws of power conservation, protects the BESS from health degradation 

owing to excessive charging and high depth of battery depletion, and limits the battery's degradation. 

 

 

4. ARTIFICIAL RABBITS OPTIMISATION ALGORITHM 

ARO is a novel bio-inspired algorithm that takes cues from rabbits' strategies for survival to tackle 

the challenging issue of nonlinear optimization [16]. The ARO algorithm was developed with inspiration 

from survival strategies including foraging and hiding in unexpected places. Such survival strategies are 

mathematically illustrated in this study. 

 

4.1.  Detour foraging 

Rabbits don't bother with nearby food sources while they're foraging. It's called "detour foraging" 

because they never eat grass from their own yards, but rather ingest it at random from other areas. It is 

assumed that each rabit in the colony has its own area, having food and d burrows, and that the rabbits graze 

at random between themselves. The fact is that rabbits will hunt around in the ground to find enough to eat. 

ARO's detour foraging behaviour shows that each search individual would rather update its position in 

relation to a different, randomly chosen search individual in the swarm in order to create a diversion. 

 

4.2.  Random hiding 

A rabbit will create a complex network of tunnels around its den to hide it from potential predators. 

To decrease its chances of getting eaten, a rabbit in ARO always constructs d burrows along the search space 

at each iteration and chooses a tunnel at random for hiding. The burrows are first created in a larger area 

around a rabbit. As the number of iterations increases, this neighbourhood is also diminished. 

 

4.3.  Energy shrinks 

In ARO, rabbits usually do detour foraging during the early phase of iterations, but they commonly 

practise random hiding during the final phase. This search mechanism is powered by the energy of a rabbit, 

which will diminish progressively over time. Consequently, an energy component is created to simulate the 

transition. The high energy factor value indicates that the individual has adequate energy and physical power 

for detour foraging. In contrast, the low value of the energy component suggests that a rabbit is less 

physically active, and hence requires random concealment. The flowchart is shown in Figure 4. Table 2 

compares the performance characteristics of particle swarm optimisation (PSO), differential evolution (DE), 

gravitational search algorithm (GSA), teaching-learning-based optimisation (TLBO) method, and ARO. As 

seen in the table, ARO yields superior outcomes compared to other optimization techniques. 
 

 

 
 

Figure 4. Flowchart of ARO algorithm 
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Table 2. Results of performance metric comparison 
Function Parameter PSO DE GSA TLBO ARO 

∑ 𝑥𝑖
2

𝑛

𝑖=1
 

Mean 2.15E−04 3.64E−14 2.19E−17 3.64E−87 1.82E−124 
Std 2.25E−04 6.06E−14 6.38E−18 1.67E−88 6.63E−124 

Best 2.99E−06 1.26E−15 1.15E−17 1.53E−89 2.29E−142 

∑ (∑ 𝑥𝑗

𝑖

𝑗=1
)

𝑛

𝑖=1

2

 

Mean 2.84E+03 5.69E+00 2.22E+02 5.65E−17 1.24E−95 
Std 1.34E+03 3.91E+00 7.07E+01 2.28E−17 6.78E−94 

Best 1.14E+03 9.26E−01 8.53E+01 4.02E−19 7.00E−115 

∑ (100(𝑥𝑖+1 − 𝑥𝑖)2)
𝑛−1

𝑖=1
+ (𝑥𝑖 − 1)2 

Mean 9.47E+01 3.00E+01 2.67E+01 2.14E+01 4.55E−03 
Std 7.90E+01 1.76E+01 2.67E+00 1.11E+00 5.12E−03 

Best 7.62E+00 4.01E+00 2.57E+01 1.76E+01 2.41E−04 

∑ (𝑖𝑥𝑖
4 + 𝑟𝑎𝑛𝑑𝑜𝑚 [0,1])

𝑛

𝑖=1
 

Mean 5.64E−02 2.15E−01 1.91E−02 5.62E−04 2.51E−04 
Std 2.03E−02 7.24E−02 6.87E−03 1.72E−04 1.07E−04 

Best 1.92E−02 1.16E−01 7.73E−03 1.47E−04 6.28E−05 

 

 

5. SIMULATION RESULTS AND DISCUSSION 

The system consists of one wind turbine generator having a maximum power of 1.4 kW connected 

in series with the grid-connected microgrid having a battery bank and residential load. The optimal power 

flow management is based on the load profiles and wind speed datasets for the summer and winter seasons. 

The simulation for each season has been executed in MATLAB for the Tier 1 price (fixed) and Tier 2 price 

(TOU) schemes. In Figures 5 and 6, the BESS charging, discharging, load and grid power sharing are shown 

by positive and negative, respectively. Figure 5 describes the power contribution strategy for the fixed price 

(Tier 1) scenario on a typical summer day. The wind speed on a typical summer day is lower and the WTG 

power output is within 0.5 kW of its maximum in a day. The cash flow is Rs 102.68/day, which the consumer 

is required to pay for the day. Figure 6 describes the power contribution strategy for the fixed price (Tier 1) 

scenario on a typical winter day. The wind speed on a typical summer day is higher and the WTG power 

output is within 1.2 kW of its maximum in a day. The cash flow is Rs 64.24/day. 
 

 

  
 

Figure 5. Power sharing in a summer day (Tier 1) 
 

Figure 6. Power sharing in a winter day (Tier 1) 
 

 

Figure 7 depicts the battery's SOC schedule. Figure 8 depicts the battery's current status indicating 

charging and discharging pattern based on energy management for the Tier 1 pricing scheme. Figure 9 

represents the voltage of BESS during a typical summer day and winter day.  

In Figure 10, the power contribution strategy for the TOU price (Tier 2) scenario on a typical 

summer day is shown. The cash flow is Rs 824.32/day, which the consumer is required to pay for the day. 

Figure 11 describes the power contribution strategy for the fixed price (Tier 2) scenario on a typical winter 

day. The cash flow is Rs 32.17/day. In both cases, the effective battery management strategy helped reduce 

the peak load demand from the grid and improve the SOH of the battery system.  
 

 

  
 

Figure 7. SOC schedule of BESS in a day (Tier 1) 
 

Figure 8. Current of the BESS in a day (Tier 1) 
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Figure 9. Voltage of the BESS in a day (Tier 1) 

 
 

Figure 10. Power sharing in a summer day (Tier 2) 
 

 

Figure 12 illustrates the state of charge after one cycle, which changes between the predefined lower 

and higher limits throughout a complete dispatch cycle. Figure 13 shows the current status of the BESS. 

Figure 14 shows the voltage profile of BESS for the Tier 2 pricing scheme. 
 

 

 
 

Figure 11. Power sharing in a winter day (Tier 2) 

 
 

Figure 12. SOC schedule of BESS in a day (Tier 2) 
 

 

  
 

Figure 13. Current of the BESS in a day (Tier 2) 
 

Figure 14. Voltage of the BESS in a day (Tier 2) 

 

 

6. CONCLUSION 

This research provides a novel BESS management technique that maximises the battery's SOH 

while minimising customer cash flows in grid-connected microgrids. The suggested system is optimised 

using the ARO algorithm. The integration of a WTG-BESS unit with a grid provides the benefits of demand-

side management. Using the recommended strategy is known to enhance the cost savings. The proposed 

system takes into account the FIT and EGP tariffs in fixed and dynamic pricing scenarios and determines 

SOC during the summer and winter months. The factors impacting WTG power generation are also 

investigated, and the simulation is conducted using wind speed and residential load data from Bhubaneswar, 

India, collected in real time. The results highlight the technical and economic advantages of combining WTG 

with BESS in India while considering the SOH of the storage. 

 

 

REFERENCES 
[1] K. M. Tan, T. S. Babu, V. K. Ramachandaramurthy, P. Kasinathan, S. G. Solanki, and S. K. Raveendran, “Empowering smart 

grid: a comprehensive review of energy storage technology and application with renewable energy integration,” Journal of 
Energy Storage, vol. 39, p. 102591, 2021, doi: 10.1016/j.est.2021.102591. 

[2] D. A. kez et al., “A critical evaluation of grid stability and codes, energy storage and smart loads in power systems with wind 

generation,” Energy, vol. 205, pp. 1–22, 2020, doi: 10.1016/j.energy.2020.117671. 
[3] X. Li and S. Wang, “Energy management and operational control methods for grid battery energy storage systems,” CSEE 

Journal of Power and Energy Systems, vol. 7, no. 5, pp. 1026–1040, 2019, doi: 10.17775/CSEEJPES.2019.00160. 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Wind generator and storage system scheduling for customer benefit and battery life (Neelakantha Guru) 

2593 

[4] A. A. K. Arani, G. B. Gharehpetian, and M. Abedi, “Review on energy storage systems control methods in microgrids,” 
International Journal of Electrical Power and Energy Systems, vol. 107, pp. 745–757, 2019, doi: 10.1016/j.ijepes.2018.12.040. 

[5] M. R. Maghami, R. Hassani, C. Gomes, H. Hizam, M. L. Othman, and M. Behmanesh, “Hybrid energy management with respect 

to a hydrogen energy system and demand response,” International Journal of Hydrogen Energy, vol. 45, no. 3, pp. 1499–1509, 
2020, doi: 10.1016/j.ijhydene.2019.10.223. 

[6] I. Mexis and G. Todeschini, “Battery energy storage systems in the United Kingdom: a review of current state-of-the-art and 

future applications,” Energies, vol. 13, no. 14, pp. 1–30, 2020, doi: 10.3390/en13143616. 
[7] M. R. Nayak, D. Behura, and K. Kasturi, “Optimal allocation of energy storage system and its benefit analysis for unbalanced 

distribution network with wind generation,” Journal of Computational Science, vol. 51, p. 101319, 2021, doi: 

10.1016/j.jocs.2021.101319. 
[8] P. Rajesh, C. Naveen, A. K. Venkatesan, and F. H. Shajin, “An optimization technique for battery energy storage with wind 

turbine generator integration in unbalanced radial distribution network,” Journal of Energy Storage, vol. 43, p. 103160, 2021, doi: 

10.1016/j.est.2021.103160. 
[9] H. Zhang, X. Hu, H. Cheng, S. Zhang, S. Hong, and Q. Gu, “Coordinated scheduling of generators and tie lines in multi-area 

power systems under wind energy uncertainty,” Energy, vol. 222, p. 119929, 2021, doi: 10.1016/j.energy.2021.119929. 

[10] Z. Li, W. Wu, M. Shahidehpour, and B. Zhang, “Adaptive robust tie-line scheduling considering wind power uncertainty for 
interconnected power systems,” IEEE Transactions on Power Systems, vol. 31, no. 4, pp. 2701–2713, 2016, doi: 

10.1109/TPWRS.2015.2466546. 

[11] J. B. Mogo and I. Kamwa, “Improved deterministic reserve allocation method for multi-area unit scheduling and dispatch under 
wind uncertainty,” Journal of Modern Power Systems and Clean Energy, vol. 7, no. 5, pp. 1142–1154, 2019, doi: 

10.1007/s40565-019-0499-4. 

[12] B. Zeng, Y. Liu, F. Xu, Y. Liu, X. Sun, and X. Ye, “Optimal demand response resource exploitation for efficient accommodation 
of renewable energy sources in multi-energy systems considering correlated uncertainties,” Journal of Cleaner Production, vol. 

288, pp. 1–43, 2021, doi: 10.1016/j.jclepro.2020.125666. 

[13] H. Chen, L. Gao, and Z. Zhang, “Multi-objective optimal scheduling of a microgrid with uncertainties of renewable power 
generation considering user satisfaction,” International Journal of Electrical Power and Energy Systems, vol. 131, p. 107142, 

2021, doi: 10.1016/j.ijepes.2021.107142. 

[14] Z. Meng, S. Wang, Q. Zhao, Z. Zheng, and L. Feng, “Reliability evaluation of electricity-gas-heat multi-energy consumption 
based on user experience,” International Journal of Electrical Power and Energy Systems, vol. 130, p. 106926, 2021, doi: 

10.1016/j.ijepes.2021.106926. 

[15] Z. Liao and A. Parisio, “Reliability optimization of multi-energy system considering energy storage devices effects under weather 
uncertainties,” Energies, vol. 15, no. 3, pp. 1–24, 2022, doi: 10.3390/en15030696. 

[16] A. R. Jordehi, “Optimisation of demand response in electric power systems, a review,” Renewable and Sustainable Energy 

Reviews, vol. 103, pp. 308–319, 2019, doi: 10.1016/j.rser.2018.12.054. 
[17] Y. Tian et al., “Evolutionary large-scale multi-objective optimization: a survey,” ACM Computing Surveys, vol. 54, no. 8, pp. 1–

34, 2022, doi: 10.1145/3470971. 

[18] S. P. Adam, S. A. N. Alexandropoulos, P. M. Pardalos, and M. N. Vrahatis, “No free lunch theorem: a review,” in Approximation 
and Optimization, Cham: Springer, 2019, pp. 57–82, doi: 10.1007/978-3-030-12767-1_5. 

[19] A. R. -Molina, E. M. -Montes, M. G. V. -Cervantes, and M. A. -Pérez, “Multi-objective meta-heuristic optimization in intelligent 

control: A survey on the controller tuning problem,” Applied Soft Computing Journal, vol. 93, p. 106342, 2020, doi: 
10.1016/j.asoc.2020.106342. 

[20] L. Wang, Q. Cao, Z. Zhang, S. Mirjalili, and W. Zhao, “Artificial rabbits optimization: a new bio-inspired meta-heuristic 

algorithm for solving engineering optimization problems,” Engineering Applications of Artificial Intelligence, vol. 114, p. 
105082, 2022, doi: 10.1016/j.engappai.2022.105082. 

[21] L. M. S. d. Siqueira and W. Peng, “Control strategy to smooth wind power output using battery energy storage system: a review,” 

Journal of Energy Storage, vol. 35, p. 102252, 2021, doi: 10.1016/j.est.2021.102252. 
[22] Y. Yang, S. Bremner, C. Menictas, and M. Kay, “Battery energy storage system size determination in renewable energy systems: 

a review,” Renewable and Sustainable Energy Reviews, vol. 91, pp. 109–125, 2018, doi: 10.1016/j.rser.2018.03.047. 
[23] F. Liu, J. Ma, W. Zhang, and M. Wu, “A comprehensive survey of accurate and efficient aggregation modeling for high 

penetration of large-scalewind farms in smart grid,” Applied Sciences, vol. 9, no. 4, pp. 1–19, 2019, doi: 10.3390/app9040769. 

[24] S. K. Bhoi, M. R. Nayak, and K. Kasturi, “Energy scheduling of grid tied photovoltaic-wind-diesel-battery hybrid system for load 
management under real-time pricing mechanism using game theory,” Turkish Journal of Computer and Mathematics Education 

(TURCOMAT), vol. 12, no. 6, pp. 5033–5044, 2021. 

[25] S. Patnaik, M. R. Nayak, and M. Viswavandya, “Strategic integration of battery energy storage and photovoltaic at low voltage 

level considering multiobjective cost-benefit,” Turkish Journal of Electrical Engineering and Computer Sciences, vol. 30, no. 4, 

pp. 1600–1620, 2022, doi: 10.55730/1300-0632.3868. 

[26] K. Kasturi, C. K. Nayak, and M. R. Nayak, “Photovoltaic and electric vehicle-to-grid strategies for peak load shifting in low 
voltage distribution system under time of use grid pricing,” Iranian Journal of Science and Technology-Transactions of Electrical 

Engineering, vol. 45, no. 3, pp. 789–801, 2021, doi: 10.1007/s40998-020-00405-6. 

 

 

BIOGRAPHIES OF AUTHORS 

 

 

Neelakantha Guru     received the degree of Electrical Engineering from University 

College of Engineering Burla (presently VSSUT). He received his master degree with 

specialisation in power electronics and drives from KIIT University Bhubaneswar in 2010. He 

is working as an assistant professor in the Department of Electrical Engineering at Odisha 

University of Technology and Research, Bhubaneswar. His research interests are microgrid, 

power electronic converters and battery energy management. He can be contacted at email: 

neelakanthaguru@gmail.com. 

https://orcid.org/0000-0002-5855-7843
https://scholar.google.com/citations?user=79abVZkAAAAJ&hl=en&authuser=1
https://www.scopus.com/authid/detail.uri?authorId=57772685100
https://www.webofscience.com/wos/author/record/HSF-3385-2023


                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 12, No. 5, October 2023: 2586-2594 

2594 

 

Samarjit Patnaik     received the degree in Electrical Engineering from College of 

Engineering and Technology Bhubaneswar in 2010. He received the master degree with 

specialisation in control systems from Indian Institute of Technology Kharagpur in 2012. He is 

currently an assistant professor at the Department of Electrical Engineering, Odisha University 

of Technology and Research, Bhubaneswar, Odisha. His research interests include grid 

integration of renewable energy sources and power system planning. He can be contacted at 

email: patnaik.samarjit@gmail.com. 

  

 

Manas Ranjan Nayak     is a professor at the Department of Electrical Engineering, 

Center of Advanced PG Studies (CAPGS), Biju Patnaik University of Technology, Odisha, 

India, where he has been a faculty member since 2017. He received PhD degree from 

Department of Electrical Engineering at Siksha ‘O’ Anusandhan University, Bhubaneswar. 

His research interests are renewable energy, energy storage system, electric vehicle, 

integration in distribution system, power system planning, and optimization techniques. He is 

the author/co-author of over 60 research publications. He can be contacted at email: 

manasnk72@gmail.com. 

  

 

Meera Viswavandya     received PhD degree from Department of Electrical 

Engineering at Utkal University, Bhubaneswar. She is currently a professor at the Department 

of Electrical Engineering, Odisha University of Technology and Research, Bhubaneswar, 

Odisha. Her research interests are artificial intelligence, control systems, machine learning, 

renewable energy sources, and its control and grid integration. She is the author/co-author of 

over 40 research publications. She can be contacted at email: mviswavandya@cet.edu.in. 

 

https://orcid.org/0000-0003-4196-778X
https://scholar.google.co.in/citations?user=cXuPFBsAAAAJ&hl=en
https://www.scopus.com/authid/detail.uri?authorId=57444652600
https://www.webofscience.com/wos/author/record/HPE-4092-2023
https://orcid.org/0000-0003-1144-4494
https://scholar.google.co.in/citations?user=982Chc0AAAAJ&hl=en&oi=ao
https://www.scopus.com/authid/detail.uri?authorId=55537655900
https://www.webofscience.com/wos/author/record/86709
https://orcid.org/0000-0002-1632-4515
https://scholar.google.co.in/citations?user=TA3y0tsAAAAJ&hl=en&oi=ao
https://www.scopus.com/authid/detail.uri?authorId=56211266100
https://www.webofscience.com/wos/author/record/32212997

