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Abstract

Neuroinformatics is a research field that focusses on software tools capable of

identifying, analysing, modelling, organising and sharing multiscale neurosci-

ence data. Neuroinformatics has exploded in the last two decades with the

emergence of the Big Data phenomenon, characterised by the so-called 3Vs

(volume, velocity and variety), which provided neuroscientists with an

improved ability to acquire and process data faster and more cheaply thanks

to technical improvements in clinical, genomic and radiological technologies.

This situation has led to a ‘data deluge’, as neuroscientists can routinely

collect more study data in a few days than they could in a year just a decade

ago. To address this phenomenon, several neuroimaging-focussed neuroinfor-

matics platforms have emerged, funded by national or transnational agencies,

with the following goals: (i) development of tools for archiving and organising

analytical data (XNAT, REDCap and LabKey); (ii) development of data-driven

models evolving from reductionist approaches to multidimensional models

(RIN, IVN, HBD, EuroPOND, E-DADS and GAAIN BRAIN); and

(iii) development of e-infrastructures to provide sufficient computational
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power and storage resources (neuGRID, HBP-EBRAINS, LONI and CONP).

Although the scenario is still fragmented, there are technological and econom-

ical attempts at both national and international levels to introduce high

standards for open and Findable, Accessible, Interoperable and Reusable

(FAIR) neuroscience worldwide.

KEYWORD S
Alzheimer’s disease, computational models, FAIR, international cooperation,
neuroinformatics

1 | INTRODUCTION

Neuroinformatics is conceived as a set of advanced infor-
mation technologies at the service of neurology. Neuroin-
formatics combines data across all scales and levels of
neuroscience in order to understand the complex func-
tions of the brain (Nayak et al., 2018).

The primary outcome of neuroinformatics is the
development of computational models to better under-
stand the mechanisms of brain diseases, to measure
disease evolution, to support physicians in diagnosis
and, ultimately, to evaluate the treatment and drug
efficacy (Darwish, 2018; Kruse & Beane, 2018). Neuroin-
formatics is at the centre of the entire spectrum of
neuroscience, from basic to applied clinical research,
forming a cyclic loop that helps translate new ideas into
breakthrough developments. To make neuroinformatics
an essential and functional discipline of neuroscience,
it was soon recognised that interoperability among
centres worldwide was a fundamental requirement and
a high priority.

Interoperability is challenged by the increasing
amount of information, also known as Big Data, that has
involved neuroscience over the past two decades
(Calhoun, 2015). The volume, velocity and variety (3Vs)
currently available for data acquisition are the cause of
this phenomenon. Brain researchers today are able to
collect more data in a few experiments than researchers
could have collected in an entire career a generation ago,
and this is predicted to expand exponentially over the
next decade (Van Horn, 2021).

Interoperability has been gradually advanced by the
International Neuroinformatics Coordinating Facility
(INCF), because the lack of standards and best practices
for multimodal information exchange makes sophisti-
cated analysis impossible. The INCF recently agreed on a
set of community developed guidelines to ensure that
neuroscience data, and all digital objects, are findable,
accessible, interoperable and reusable: they are known as
the FAIR principles (Abrams et al., 2021). This represents
a tremendous methodological effort for the development
of neuroinformatics e-infrastructures. By adopting the

Abbreviations: AD, Alzheimer’s Disease; ADNI, Alzheimer’s Disease Neuroimaging Initiative; AI, Artificial Intelligence; AIBL, Australian Imaging
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FAIR principles, other neuroscientists would be able to
share their data to enhance the knowledge and improve
artificial intelligence (AI)-based transfer learning, which
is becoming the cutting-edge technology for many
health funding agencies (Italian Ministries, European
Commission [EC] and US National Institutes of Health
[NIH]) to invest in.

In order to face the issue of interoperability and
ensure efficient collaboration, neuroscientists rely on
infrastructures for data sharing and analysis, which in
the case of neuroinformatics often take the form of
web-based platforms.

In Italy, neuroinformatics is playing a prominent
role in helping national health institutions to share
data and resources, and improving health standards in
the country. Since 2017, the Ministry of Health (MoH)
and the Ministry of Economy and Finance (MEF)
have committed to fund Italian neuroinformatics
platforms and coordinate actions to improve neurosci-
entists’ cooperation and competitiveness (Nigri
et al., 2022).

Europe (EU) has driven neuroinformatics from the
outset with the support of coherent and strategic
approaches that have enabled the design and develop-
ment of dozens of e-infrastructures and mobilised nearly
€20 billions of investment across the EU over the past
20 years.

Internationally, the United States and Canada have
helped shape the neuroscience research landscape by
identifying, developing and supporting new and existing
e-infrastructures to provide researchers with first class
shared resources to better understand and potentially
solve large-scale problems such as neurodegeneration or
dementia through multicentre collaborations (Mueller
et al., 2005).

Neuroinformatics platforms for data acquisition and
development of data-driven models have evolved at all
three geographic scales, with overlaps and incompatibili-
ties. Thus, in this dynamic scenario, there is an increas-
ing need for standards to make international cooperation
more efficient, with the ultimate goal of transparent and
accessible open science (Vicente-Saez & Martinez-
Fuentes, 2018).

We will here review the most significant
neuroimaging-focussed neuroinformatics initiatives, plat-
forms and networks that have been or are being carried
out in Italy, Europe, and at the global level, highlighting
their objectives, architectures, the services they offer and
the type of data they rely on.

A glossary of some of the specialist terms used in the
review is provided in Box 1.

Box 1 | Glossary:

• Algorithm: a set of instructions for accomplish-
ing a specific task implemented in a single
software

• Artificial intelligence: the theory and develop-
ment of computer models capable of perform-
ing tasks that normally require human
intelligence, for example, speech recognition,
visual perception, decision making, translation
between languages and more

• Blockchain: an emerging technology used to
create innovative and secure solutions in
various sectors, including health care.
A Blockchain network is used in health-care
system to preserve and exchange patient data
through hospitals, diagnostic laboratories and
physicians

• Computational model: an algorithm or
pipeline capable of simulating and studying
complex systems using mathematics, physics
and computer science

• Container: a virtualised runtime environment
used in application development. Typical
examples of containers are Docker or
Singularity. They are typically used to build,
run and deploy applications that are isolated
from the underlying physical hardware

• Database: structured information stored in a
computer system in such a way that it can be
easily viewed or manipulated

• Data lake: an easily accessible, centralised
repository for large amounts of unstructured
data. Data lakes can contain hundreds of
terabytes or even petabytes of raw data

• Deep learning: a type of machine learning
based on artificial neural networks in
which the computational model gradually
extracts more and more information from the
data. Deep learning networks are created
using programming languages (Python, C++)
and specialised libraries (TensorFlow and
PyTorch)

• Hadoop: an open-source distributed processing
framework that manages data processing and
storage for big data applications in scalable
clusters of servers

• High Performance Computing (HPC): a type of
computing infrastructure that uses

REDOLFI ET AL. 2019
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supercomputers and computer clusters to solve
advanced computational problems

• Machine learning: the use and development of
computer models that are able to learn and
adapt without following explicit instructions,
using algorithms and statistical models to
analyse and draw inferences and rules from
patterns data

• MapReduce program: a programming model
from Google for processing huge data sets on
large clusters of servers

• Question answering bot: also known as QABot,
is an artificial intelligence tool capable of
searching for strings, patterns or meanings to
provide answers to questions asked by humans
in a natural language

• Pipeline: also known as a workflow, is a soft-
ware implementation with a well-defined input
and output. A pipeline may consist of one or
more algorithms and other software steps
drawn from one or more software tools that
may also generate intermediate data

• Web server: a computer that runs websites.
The web server’s job is to store, process, and
deliver web pages to users. This communica-
tion is done using the secure hypertext transfer
protocol (HTTPS)

• Single sign on: also known as SSO, is a user
authentication service that permits to use one
set of login credentials (e.g. name and pass-
word) to access multiple applications

1.1 | The neuroinformatics playground

Computational neuroscience generates complex data that
must be stored efficiently in large quantities. This is
especially true for raw data and neuroimaging-derived
data, which can require several GBs per single subject.
Specific informatics tools have been developed for
each data typology. Among the most widely used are
Research Electronic Data Capture (REDCap), (XNAT)
and LabKey.

REDCap (https://www.project-redcap.org) (Harris
et al., 2009), developed at Vanderbilt University in 2004,
has a user-friendly web-based interface and allows
researchers to collect alphanumeric data such as sociode-
mographic, clinical and neuropsychological information
into relational databases (MySQL or MariaDB). XNAT

(https://www.xnat.org) (Marcus et al., 2007) was
developed by the Neuroinformatics Research Group at
Washington University. It is an open-source software
platform specifically designed to manage imaging data
through a PostgreSQL database and provides an online
image viewer that supports multiple neuroimaging
formats. LabKey (https://www.labkey.com) (Nelson
et al., 2011), originally developed in 2003 at the Fred
Hutchinson Cancer Research Center as a platform for
proteomic data management, is now an end-to-end
platform for full molecular data integration that uses
relational databases (PostgreSQL or MSSQL). LabKey is
implemented in Java and runs on the Apache Tomcat
web server.

In the last two decades, AI and ML paradigms have
become ubiquitous in various aspects of biomedical
research, and neuroinformatics is no exception
(Vu et al., 2018). The heterogeneous, albeit not fully
harmonised, but representative cohorts of clinical and
research data archived in the aforementioned databases
have enabled AI and ML to build several types of
data-driven models: (i) progression models, used to
simulate disease evolution and predict future disease
behaviour, attempting to answer specific questions
such as: ‘how long will it take the pathology to blow up?’
(Heo et al., 2019; Oxtoby & Alexander, 2017);
(ii) classifiers, used to assign a predefined diagnostic
category to a patient and to answer the question: ‘is the
patient suffering from Alzheimer’s Dementia (AD) or Par-
kinson’s Dementia?’ (Clark et al., 2016); and (iii) cluster
analysis tools, used to group subjects into non-predefined
diagnostic categories based on common underlying
biomarker patterns (Ulfenborg et al., 2021). Recently, deep
learning (DL) has emerged as an AI technique that has
made great leaps forward in solving complex neuroscience
problems such as image processing in computer vision
(LeCun et al., 2010) or Natural Language Processing
(NLP) (Lee et al., 2020). The main drawbacks are the need
for a huge amount of data for training and the availability
of powerful computing resources.

The models and algorithms developed in neuroinfor-
matics can be used to build platform-based tools for the
research and clinical communities. In the first case,
neuroinformatics platforms provide neuroscientists with
powerful tools for group analysis. In the second case,
neuroinformatics platforms provide physicians with a
single-case tool, to contrast each patient’s data against a
validated normative distribution representative of the
general population, or a second-opinion service to con-
firm the physician’s diagnosis or prognosis (De Francesco
et al., 2021).

In recent years, several architectures have been
developed in neuroinformatics to host data, algorithms

2020 REDOLFI ET AL.
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and pipelines (Figure 1). The main ones are
(i) centralised, where each partner has the ability to
upload its data to a web server that contains, stores,
processes, develops and provides access to the data and
final trained models; (ii) distributed, where each partner
builds its computational model using its local dataset
and exploits a web server to distribute pre-trained
models—the data are never shared in this architecture;
and (iii) federated (McMahan et al., 2017), where raw
data are kept securely at each institution, and only the
aggregated data and final trained models are exchanged
on the web server—this is useful for sharing the
knowledge built with the partners without sharing all
data directly (Abdulrahman et al., 2021).

All architectures have some pros and cons. The
distributed and federated architectures, unlike the
centralised ones, mitigate the risk of data movement
and minimise privacy issues. Unlike the federated
architecture, the distributed architecture cannot
improve learning based on the other institutions’ models
(Campos et al., 2022). The federated architecture
requires the development and maintenance of multiple
data sharing policies.

1.2 | Ten years of disease investigation
with neuroinformatics platforms

In this section, we will review the main neuroimaging-
focussed neuroinformatics platforms and initiatives.

1.3 | Italian national level

1.3.1 | RIN

The Neuroscience and Neurorehabilitation Network
(RIN) is the largest Italian research initiative in this field.
RIN was established in 2017 by the Italian MoH to
promote collaboration among the Scientific Institutes of
Hospitalization and Care (IRCCS). RIN focusses on
the research areas of genomics, neuroimmunology,
tele-neurorehabilitation and neuroimaging with neuroin-
formatics as the basis for building the different platforms.
RIN includes 30 Italian IRCCS hospitals (https://www.
reteneuroscienze.it/en).

The goal of the genomic section is to share and
consult clinical and genomic data to establish a national

F I GURE 1 Schematisation of the architectures of different neuroinformatics platforms. (a) Centralised architecture: Partners share

their data on a central platform where data are pooled and processed via algorithms to inform neuroinformatics models. (b) Distributed

architecture: Algorithms or pretrained models are distributed to partners from a central platform. Neuroinformatics models are then

informed separately by each partner on the basis of the partner’s in-house data. (c) Federated architecture: Same as distributed architecture,

but separated models and/or aggregated data are then shared by partners in order to build a unified neuroinformatics model on the central

platform. Green boxes indicate neuroinformatics platforms (central platform), and orange boxes indicate single partner facilities (local

platform).

REDOLFI ET AL. 2021
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repository using the same standardised operational
procedures (SOPs). The neuroimmunology branch of
RIN is developing SOPs for standardisation of conforma-
tional antibodies, immunohistochemistry, enzyme-linked
immunosorbent assays (ELISA) and blots adopting
the external quality assessment scheme validation (Braga
et al., 2018). In the area of tele-neurorehabilitation, each
participating IRCCS uses virtual reality rehabilitation
systems (VRRS) (Olivieri et al., 2013). Tele-
neurorehabilitation is supposed to provide digital tools
based on tablets, interactive software and virtual games
to improve patient monitoring, out-of-hospital rehabilita-
tion, diagnosis and prevention. A recent study from the
RIN network evaluated the efficacy of face-to-face cogni-
tive VRRS and provided preliminary evidence to support
individualised treatment and telerehabilitation delivery
for cognitive rehabilitation (Manenti et al., 2020).

Three neuroinformatics platforms (https://www.
neugrid2.eu/, https://arianna.pi.infn.it/it and https://
ebrains.eu/service/medical-informatics-platform/) are in
use for neuroimaging (Nigri et al., 2022). Several tools
and computational models for quality assessment, image
analysis, and ML analyses have been developed (Redolfi
et al., 2020) or are under scientific validation. To measure
the stability of high-field Magnetic Resonance Imaging
(MRI) acquisitions, three types of phantoms (FUNSTAR
[https://www.goldstandardphantoms.com/products/
funstar/], ACR small [American College of
Radiology, 2018], ACR Large [Chen et al., 2004]) have
been collected. To date, over 380 scans per phantom have
been gathered at regular intervals (once per month on
average). Sociodemographic, clinic, and neuropsychologi-
cal data have also been collected from over 350 patients,
as well as the harmonised protocol with T13D, Flair,
DTI, RS-fMRI and QSM scans. Finally, over 370 scans of
murine models were collected longitudinally at 4, 8,
15, 19 months and beyond.

The platform used by RIN is a centralised architecture
(Tables 1 and 2). RIN represents the so-called first com-
ponent (x axis) of the original multidimensional matrix
design, consisting of the Italian technology platforms.
The other two axes of the matrix are described in the
following two sections.

1.3.2 | IVN

There are currently five active National Virtual Institutes
(IVNs). The National Virtual Institute for Dementias
(Principal Investigator [PI] F. Tagliavini) was established in
2019, followed by the National Virtual Institute for
Parkinson’s Disease (PI P. Cortelli) and the National Virtual
Institute for Multiple Sclerosis (PI G. Martino). In 2021, the

National Virtual Institute for Cerebrovascular Diseases
(PI P. Calabresi) and the National Virtual Institute for Rare
Neurological Diseases (PI D. Pareyson) were launched.

The primary goal of the IVN is to harmonise the
study protocols and procedures and standardise the
diagnostic and therapeutic skills of physicians in the
participating IRCCSs. The IVN also has the following
secondary objectives: (i) to streamline investments and
resources; (ii) to maximise the collection of electronic
health records (EHR) and biological samples for
research projects and advanced clinical trials; and (iii) to
identify new biomarkers, therapeutic targets and innova-
tive therapies.

As far as the National Virtual Dementia Institute is
concerned, socio-demographics data, medical history,
risk factors, comorbidities, objective examinations, drug
therapy and neuropsychological test results are automati-
cally extracted from various EHRs using NLP algorithms
based on QABots or via classical Regular Expressions.
The database is implemented using REDCap, hosted in
the facilities of the IRCCS Carlo Besta in Milan.

The main platform design used by IVN is a distrib-
uted architecture (Tables 1 and 2). Each IVN has its own
REDCap and XNAT platforms that follow a minimal
common data schema and specific variables for each
domain to structure the relationships between the data.

The IVN represents the second component (y axis) of
the matrix design desired by MoH representing the clini-
cal and therapeutic pillars.

1.3.3 | HBD

In February 2020, the MoH and MEF launched the
Health Big Data (HBD) project, the only project to date
involving four of the biggest Italian networks: the RIN,
the Network Alliance Against Cancer, the Cardiology
Network and the Pediatrics Network.

A large part of the project is based on the creation of
(i) a set of local platforms in each participating IRCCS to
ensure extraction, integration, and interoperability of
clinical and research data adopting standards (e.g. Fast
Healthcare Interoperability Resources [HL7-FHIR], Brain
Imaging Data Structure [BIDS; Gorgolewski et al., 2016],
Digital Imaging and COmmunications in Medicine
[DICOM]) as much as possible; and (ii) a centralised
High Performance Computing (HPC) e-infrastructure at
the National Institute for Nuclear Physics (INFN) to
ensure high throughput connectivity and AI analyses of
the aggregated data. The use of ‘open-source’ tools (hard-
ware or software) already in use at major international
facilities will be considered for the establishment of local
and central e-infrastructure platforms.

2022 REDOLFI ET AL.
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Św

ie
bo

da
–
Ji
rs
a
–
B
jia

al
e

10
0

10
ye
ar
s

L
O
N
I

N
IH

$2
18

m
ill
io
n
s

T
og
a

63
18

ye
ar
s

C
O
N
P

B
ra
in

C
an

ad
a
pl
at
fo
rm

su
pp

or
t
G
ra
n
t
co
m
pe
ti
ti
on

aw
ar
d
an

d
sp
on

so
rs
*

$1
0
m
ill
io
n
s

E
va
n
s

32
3
ye
ar
s

G
A
A
IN

A
lz
h
ei
m
er
’s
A
ss
oc
ia
ti
on

$6
.5
m
ill
io
n
s

T
og
a
–
F
ri
so
n
i

59
5
ye
ar
s

U
S
B
R
A
IN

N
IH

$5
bi
lli
on

s
N
ga
i

43
15

ye
ar
s

N
ot
e:
T
ab
le

1
lis
ts
th
e
m
aj
or

n
eu

ro
in
fo
rm

at
ic
s
in
it
ia
ti
ve
s
an

d
th
ei
r
ch

ar
ac
te
ri
st
ic
s.
So

m
e
in
it
ia
ti
ve
s
la
st
be
yo
n
d
th
e
ag
re
ed

pr
oj
ec
t’s

du
ra
ti
on

be
ca
us
e
of

ex
te
rn
al

is
su
es

(e
.g
.C

O
V
ID

-1
9
an

d
pr
oj
ec
t
ex
te
n
si
on

s)
.F

ie
ld
-

w
ei
gh

te
d
ci
ta
ti
on

im
pa

ct
is
a
m
et
ri
c
fr
om

Sc
iV
al

( h
tt
ps
:/
/w

w
w
.e
ls
ev
ie
r.
co
m
/s
ol
ut
io
n
s/
sc
iv
al
)
th
at

in
di
ca
te
s
th
e
av
er
ag
e
n
um

be
r
of

ci
ta
ti
on

s
of

ea
ch

pl
at
fo
rm

pu
bl
ic
at
io
n
co
m
pa

re
d
to

th
e
av
er
ag
e
n
u
m
be
r
of

ci
ta
ti
on

s
of

al
lo

th
er

si
m
ila

r
pu

bl
ic
at
io
n
s
in

th
e
sa
m
e
fi
el
d
in

th
e
Sc
op

us
da

ta
ba
se

( h
tt
ps
:/
/w

w
w
.s
co
pu

s.
co
m
).
A
fi
el
d-
w
ei
gh

ed
ci
ta
ti
on

im
pa

ct
ab
ov
e
1.
00

in
di
ca
te
s
a
h
ig
h
er

n
u
m
be
r
of

pu
bl
ic
at
io
n
s
th
an

av
er
ag
e,
w
h
er
ea
s
a
fi
el
d-

w
ei
gh

te
d
ci
ta
ti
on

im
pa

ct
be
lo
w
1.
00

in
di
ca
te
s
a
lo
w
er

n
um

be
r
of

ci
ta
ti
on

s
th
an

av
er
ag
e.
A
cr
on

ym
s:
7F

P:
se
ve
n
th

fr
am

ew
or
k
pr
og
ra
m
m
e;
C
O
N
P,

C
an

ad
ia
n
O
pe
n
N
eu

ro
sc
ie
n
ce

P
la
tf
or
m
;D

G
:D

ir
ec
to
ra
te
-G

en
er
al
;

E
B
R
A
IN

S,
E
ur
op

ea
n
B
ra
in

R
es
eA

rc
h
IN

fr
aS
tr
uc
tu
re
;E

C
:E

ur
op

ea
n
C
om

m
is
si
on

;E
-D

A
D
S:

E
ar
ly

D
et
ec
ti
on

of
A
lz
h
ei
m
er
’s
D
is
ea
se

Su
bt
yp

es
;E

ur
oP

O
N
D
:E

u
ro
pe
an

P
ro
gr
es
si
on

O
f
N
eu

ro
lo
gi
ca
lD

is
ea
se
;F

E
T
:F

u
tu
re

an
d
E
m
er
gi
n
g
T
ec
h
n
ol
og
ie
s;
G
A
A
IN

:G
lo
ba
lA

lz
h
ei
m
er
’s
A
ss
oc
ia
ti
on

In
te
ra
ct
iv
e
N
et
w
or
k;

H
20
20
:H

or
iz
on

20
20
;H

B
P:

H
um

an
B
ra
in

Pr
oj
ec
t;
H
B
D
:H

ea
lt
h
B
ig

D
at
a;

IV
N
:N

at
io
n
al

V
ir
tu
al

In
st
it
u
te
;J
P
N
D
:J
oi
n
t

Pr
og
ra
m
m
e
N
eu

ro
de
ge
n
er
at
iv
e
D
is
ea
se

re
se
ar
ch

;L
O
N
I:
L
ab
or
at
or
y
O
f
N
eu

ro
Im

ag
in
g;

R
IN

:N
eu

ro
sc
ie
n
ce

an
d
N
eu

ro
re
h
ab
il
it
at
io
n
N
et
w
or
k;

N
IH

:N
at
io
n
al

In
st
it
u
te
s
of

H
ea
lt
h
of

th
e
U
n
it
ed

St
at
es

of
A
m
er
ic
a;

B
R
A
IN

:B
ra
in

R
es
ea
rc
h
th
ro
ug

h
A
dv

an
ci
n
g
In
n
ov
at
iv
e
N
eu

ro
te
ch

n
ol
og
ie
s;
N
A
:n

ot
ap

pl
ic
ab
le
;*
:I
rv
in
g
L
ud

m
er

F
am

il
y
F
ou

n
da

ti
on

,M
cG

il
l/
M
N
I
T
an

en
ba
u
m

O
pe
n
Sc
ie
n
ce

In
st
it
u
te
,F

on
ds

de
R
ec
h
er
ch

e
du

Q
u
éb
ec
,

O
n
ta
ri
o
B
ra
in

In
st
it
ut
e/
R
ot
m
an

R
es
ea
rc
h
In
st
it
ut
e,

� E
co
le

Po
ly
te
ch

n
iq
ue

,I
n
st
it
ut

de
C
ar
di
ol
og
ie

de
M
on

tr
éa
l,
W
es
te
rn

U
n
iv
er
si
ty
,M

cL
au

gh
li
n
C
en

tr
e/
U
n
iv
er
si
ty

of
T
or
on

to
,U

n
iv
er
si
té

L
av
al
,U

n
iv
er
si
ty

of
C
al
ga
ry
,

D
ou

gl
as

H
os
pi
ta
lR

es
ea
rc
h
F
ou

n
da

ti
on

,H
um

an
B
ra
in

Pr
oj
ec
t,
U
n
iv
er
si
ty

of
B
ri
ti
sh

C
ol
um

bi
a,

C
on

co
rd
ia

U
n
iv
er
si
ty
,D

el
l/
E
M
C
,I
B
M
,C

om
pu

te
C
an

ad
a
an

d
Q
u
éb
ec

B
io
-I
m
ag
in
g
N
et
w
or
k.

REDOLFI ET AL. 2023

 14609568, 2023, 12, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/ejn.15854 by U

niversita D
i Pavia, W

iley O
nline L

ibrary on [11/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://www.elsevier.com/solutions/scival
https://www.scopus.com


T
A
B
L
E

1
(C
on

ti
n
u
ed
)

P
la
tf
or
m
s/
in
it
ia
ti
ve

s
R
ea

l
ti
m
el
in
e
ex

te
n
si
on

In
fr
as
tr
u
ct
u
re

ty
p
ol
og

y
F
A
IR

co
m
p
li
an

t
C
u
rr
en

t
st
at
u
s

F
ie
ld
-w

ei
gh

te
d

ci
ta
ti
on

im
p
ac

t
M
at
u
ri
ty

le
ve

l

R
IN

St
ar
te
d
20
16
,o

n
go
in
g

C
en

tr
al
is
ed

N
o

A
ct
iv
e
pl
at
fo
rm

.5
8

B
as
ic

IV
N

St
ar
te
d
20
20
,o

n
go
in
g

D
is
tr
ib
ut
ed

N
o

A
ct
iv
e
pr
oj
ec
t

.4
4

B
as
ic

H
B
D

St
ar
te
d
20
20
,o

n
go
in
g

F
ed
er
at
ed

N
o

A
ct
iv
e
pr
oj
ec
t/
ac
ti
ve

pl
at
fo
rm

N
A

B
as
ic

n
eu

G
R
ID

St
ar
te
d
20
08
,o

n
go
in
g

C
en

tr
al
is
ed

Y
es

A
ct
iv
e
pl
at
fo
rm

1.
15

In
te
rm

ed
ia
te

E
ur
oP

O
N
D

20
16
–2
02
0(
co
n
cl
ud

ed
)

D
is
tr
ib
ut
ed

N
A

E
n
de
d
pr
oj
ec
t

2.
13

A
dv

an
ce
d

E
-D

A
D
S

St
ar
te
d
20
20
,o

n
go
in
g

F
ed
er
at
ed

N
o

A
ct
iv
e
pr
oj
ec
t

N
A

B
as
ic

H
B
P
-E
B
R
A
IN

S
St
ar
te
d
20
13
,o

n
go
in
g

F
ed
er
at
ed

Y
es

A
ct
iv
e
pr
oj
ec
t/
ac
ti
ve

pl
at
fo
rm

1.
63

A
dv

an
ce
d

L
O
N
I

St
ar
te
d
20
04
,o

n
go
in
g

C
en

tr
al
is
ed

Y
es

A
ct
iv
e
pl
at
fo
rm

1.
84

A
dv

an
ce
d

C
O
N
P

St
ar
te
d
20
17
,o

n
go
in
g

D
is
tr
ib
ut
ed

Y
es

A
ct
iv
e
pr
oj
ec
t/
ac
ti
ve

pl
at
fo
rm

1.
54

A
dv

an
ce
d

G
A
A
IN

St
ar
te
d
20
13
,o

n
go
in
g

F
ed
er
at
ed

Y
es

A
ct
iv
e
pl
at
fo
rm

2.
54

A
dv

an
ce
d

U
S
B
R
A
IN

St
ar
te
d
20
13
,o

n
go
in
g

D
is
tr
ib
ut
ed

Y
es

A
ct
iv
e
pr
oj
ec
t/
ac
ti
ve

pl
at
fo
rm

2.
09

A
dv

an
ce
d

N
ot
e:
T
ab
le

1
lis
ts
th
e
m
aj
or

n
eu

ro
in
fo
rm

at
ic
s
in
it
ia
ti
ve
s
an

d
th
ei
r
ch

ar
ac
te
ri
st
ic
s.
So

m
e
in
it
ia
ti
ve
s
la
st
be
yo
n
d
th
e
ag
re
ed

pr
oj
ec
t’s

du
ra
ti
on

be
ca
us
e
of

ex
te
rn
al

is
su
es

(e
.g
.C

O
V
ID

-1
9
an

d
pr
oj
ec
t
ex
te
n
si
on

s)
.F

ie
ld
-

w
ei
gh

te
d
ci
ta
ti
on

im
pa

ct
is
a
m
et
ri
c
fr
om

Sc
iV
al

( h
tt
ps
:/
/w

w
w
.e
ls
ev
ie
r.
co
m
/s
ol
ut
io
n
s/
sc
iv
al
)
th
at

in
di
ca
te
s
th
e
av
er
ag
e
n
um

be
r
of

ci
ta
ti
on

s
of

ea
ch

pl
at
fo
rm

pu
bl
ic
at
io
n
co
m
pa

re
d
to

th
e
av
er
ag
e
n
u
m
be
r
of

ci
ta
ti
on

s
of

al
lo

th
er

si
m
ila

r
pu

bl
ic
at
io
n
s
in

th
e
sa
m
e
fi
el
d
in

th
e
Sc
op

us
da

ta
ba
se

( h
tt
ps
:/
/w

w
w
.s
co
pu

s.
co
m
).
A
fi
el
d-
w
ei
gh

ed
ci
ta
ti
on

im
pa

ct
ab
ov
e
1.
00

in
di
ca
te
s
a
h
ig
h
er

n
u
m
be
r
of

pu
bl
ic
at
io
n
s
th
an

av
er
ag
e,
w
h
er
ea
s
a
fi
el
d-

w
ei
gh

te
d
ci
ta
ti
on

im
pa

ct
be
lo
w
1.
00

in
di
ca
te
s
a
lo
w
er

n
um

be
r
of

ci
ta
ti
on

s
th
an

av
er
ag
e.
A
cr
on

ym
s:
7F

P:
se
ve
n
th

fr
am

ew
or
k
pr
og
ra
m
m
e;
C
O
N
P,

C
an

ad
ia
n
O
pe
n
N
eu

ro
sc
ie
n
ce

P
la
tf
or
m
;D

G
:D

ir
ec
to
ra
te
-G

en
er
al
;

E
B
R
A
IN

S,
E
ur
op

ea
n
B
ra
in

R
es
eA

rc
h
IN

fr
aS
tr
uc
tu
re
;E

C
:E

ur
op

ea
n
C
om

m
is
si
on

;E
-D

A
D
S:

E
ar
ly

D
et
ec
ti
on

of
A
lz
h
ei
m
er
’s
D
is
ea
se

Su
bt
yp

es
;E

ur
oP

O
N
D
:E

u
ro
pe
an

P
ro
gr
es
si
on

O
f
N
eu

ro
lo
gi
ca
lD

is
ea
se
;F

E
T
:F

u
tu
re

an
d
E
m
er
gi
n
g
T
ec
h
n
ol
og
ie
s;
G
A
A
IN

:G
lo
ba
lA

lz
h
ei
m
er
’s
A
ss
oc
ia
ti
on

In
te
ra
ct
iv
e
N
et
w
or
k;

H
20
20
:H

or
iz
on

20
20
;H

B
P:

H
um

an
B
ra
in

Pr
oj
ec
t;
H
B
D
:H

ea
lt
h
B
ig

D
at
a;

IV
N
:N

at
io
n
al

V
ir
tu
al

In
st
it
u
te
;J
P
N
D
:J
oi
n
t

Pr
og
ra
m
m
e
N
eu

ro
de
ge
n
er
at
iv
e
D
is
ea
se

re
se
ar
ch

;L
O
N
I:
L
ab
or
at
or
y
O
f
N
eu

ro
Im

ag
in
g;

R
IN

:N
eu

ro
sc
ie
n
ce

an
d
N
eu

ro
re
h
ab
il
it
at
io
n
N
et
w
or
k;

N
IH

:N
at
io
n
al

In
st
it
u
te
s
of

H
ea
lt
h
of

th
e
U
n
it
ed

St
at
es

of
A
m
er
ic
a;

B
R
A
IN

:B
ra
in

R
es
ea
rc
h
th
ro
ug

h
A
dv

an
ci
n
g
In
n
ov
at
iv
e
N
eu

ro
te
ch

n
ol
og
ie
s;
N
A
:n

ot
ap

pl
ic
ab
le
;*
:I
rv
in
g
L
ud

m
er

F
am

il
y
F
ou

n
da

ti
on

,M
cG

il
l/
M
N
I
T
an

en
ba
u
m

O
pe
n
Sc
ie
n
ce

In
st
it
u
te
,F

on
ds

de
R
ec
h
er
ch

e
du

Q
u
éb
ec
,

O
n
ta
ri
o
B
ra
in

In
st
it
ut
e/
R
ot
m
an

R
es
ea
rc
h
In
st
it
ut
e,

� E
co
le

Po
ly
te
ch

n
iq
ue

,I
n
st
it
ut

de
C
ar
di
ol
og
ie

de
M
on

tr
éa
l,
W
es
te
rn

U
n
iv
er
si
ty
,M

cL
au

gh
li
n
C
en

tr
e/
U
n
iv
er
si
ty

of
T
or
on

to
,U

n
iv
er
si
té

L
av
al
,U

n
iv
er
si
ty

of
C
al
ga
ry
,

D
ou

gl
as

H
os
pi
ta
lR

es
ea
rc
h
F
ou

n
da

ti
on

,H
um

an
B
ra
in

Pr
oj
ec
t,
U
n
iv
er
si
ty

of
B
ri
ti
sh

C
ol
um

bi
a,

C
on

co
rd
ia

U
n
iv
er
si
ty
,D

el
l/
E
M
C
,I
B
M
,C

om
pu

te
C
an

ad
a
an

d
Q
u
éb
ec

B
io
-I
m
ag
in
g
N
et
w
or
k.

2024 REDOLFI ET AL.

 14609568, 2023, 12, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/ejn.15854 by U

niversita D
i Pavia, W

iley O
nline L

ibrary on [11/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://www.elsevier.com/solutions/scival
https://www.scopus.com


TAB L E 2 Neuroinformatics platform characteristics

RIN IVN HBD neuGRID EuroPOND

Target audience Researchers Researchers

clinicians

Researchers Researchers

clinicians

Researchers

Services offered Data upload Yes Yes Yes Yes No

Data download Yes No* No* Yes No

Single-case analysis No* Yes No* Yes No

Group analysis Yes No* Yes No* Yes

Computations Yes Yes Yes Yes No

Code hosting No No No* No Yes

Research type Basic/translational Clinical Translational/clinical Translational/clinical Translational

Available cohorts Subjects number >1000 >5000 >20,000 >5000 >10,000

Diagnostic categories CN

DLB

AD

FTD

PPA

MM

CN

MCI

AD

PD

MS

CN

MCI

AD

CP

CVD

CN

CBD

LBD

MDD

MCI

MSA

PD

SMI

SVD

AD

FTD

CN

MCI

AD

MS

CJD

ND

Assessments Cross. Long. Long. Cross. Long.

Available data types Demographic Yes Yes Yes Yes Yes

Clinical Yes Yes Yes Yes Yes

NPSY Yes Yes Yes Yes Yes

MRI 1.5 T No Yes Yes Yes Yes

MRI 3.0 T Yes Yes Yes Yes Yes

FDG PET No Yes No* Yes No

Amyloid PET No Yes No* No* No

Tau PET No No* No* No* No

Blood Yes Yes Yes No* No

CSF Yes Yes Yes Yes Yes

Genetics Yes Yes Yes Yes Yes

Wearable biosensor data No No Yes No No

EEG Yes Yes No* No* No

Note: Table 2 lists the target audience, provided services, cohort characteristics and main features of the data exposed by the neuroinformatics initiatives.

Acronyms: AD: Alzheimer’s Disease; ALS, Amyotrophic Lateral Sclerosis; ASD: Autism Spectrum Disorder; CBD: CorticoBasal Degeneration; CJD: Creutzfeldt–
Jakob Disease; CN: Cognitive normal subjects; CONP, Canadian Open Neuroscience Platform; CP: Cancer Patients; Cross.: Storage of only cross-sectional data;

CSF: CerebroSpinal Fluid; CVD: CardioVascular Disease; DLB: Dementia with Lewy Bodies; E-DADS: Early Detection of Alzheimer’s Disease Subtypes;
EuroPOND: European Progression Of Neurological Disease; FDG: 18F-FluoroDeoxyGlucose; FTD: FrontoTemporal Dementia; GAAIN: Global Alzheimer’s
Association Interactive Network; HBD: Health Big Data; HBP: Human Brain Project; IVN: National Virtual Institute; LBD: Lewy Body Dementia; Long.: Storage

of both cross-sectional and longitudinal data; LONI: Laboratory Of Neuro Imaging; MCI: Mild Cognitive Impairment; MDD: Major Depressive Disorder; MM:

Murine Models; MRI: Magnetic Resonance Imaging; MS: Multiple Sclerosis; MSA: Multiple System Atrophy; ND: Neurodevelopmental Disorders; Npsy:

Neuropsychological; PD: Parkinson’s Disease; PET: Positron Emission Tomography; PPA: Primary Progressive Aphasia; RIN: Neuroscience and

Neurorehabilitation Network; SMC: Subjective Memory Complaints; SMI: Severe Mental Illness; SVD: Small Vessel Disease; TBI: traumatic brain injury; *: Not

available at the time of writing, but with the possibility of adding the biomarker or service in the future.
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TAB L E 2 (Continued)

E-DADS HBP-EBRAINS LONI CONP GAAIN US BRAIN

Target audience Researchers Researchers Researchers Researchers Researchers Researchers

Services offered No Yes No Yes Yes Yes

No Yes Yes Yes Yes Yes

No* No* No No No No*

Yes Yes Yes Yes Yes Yes

Yes Yes Yes Yes Yes Yes

Yes Yes No Yes No Yes

Translational/clinical Basic/translational Basic/translational Translational Translational Basic/translational

Available cohorts >50,000 >250,000 >80,000 >100,000 >500,000 >150,000

CN

MCI

AD

CN

MCI

AD

TBI

MM

CN

SMC

MCI

AD

PD

FTD

ASD

MM

CN

MCI

AD

PD

FTD

ASL

MS

MM

ND

CN

MCI

AD

CN

MCI

AD

PD

TBI

MM

Long. Long. Long. Long. Long. Long.

Available data types Yes Yes Yes Yes Yes Yes

Yes Yes Yes Yes Yes Yes

Yes Yes Yes Yes Yes Yes

Yes Yes Yes Yes Yes Yes

Yes Yes Yes Yes Yes Yes

No* Yes Yes No* Yes Yes

No* No* Yes No* Yes Yes

No* No* Yes No* No* Yes

No* No* Yes Yes Yes Yes

Yes Yes Yes Yes Yes Yes

Yes Yes Yes Yes Yes Yes

No Yes No Yes No Yes

No Yes No Yes No Yes

Note: Table 2 lists the target audience, provided services, cohort characteristics and main features of the data exposed by the neuroinformatics initiatives.

Acronyms: AD: Alzheimer’s Disease; ALS, Amyotrophic Lateral Sclerosis; ASD: Autism Spectrum Disorder; CBD: CorticoBasal Degeneration; CJD: Creutzfeldt–
Jakob Disease; CN: Cognitive normal subjects; CONP, Canadian Open Neuroscience Platform; CP: Cancer Patients; Cross.: Storage of only cross-sectional data;

CSF: CerebroSpinal Fluid; CVD: CardioVascular Disease; DLB: Dementia with Lewy Bodies; E-DADS: Early Detection of Alzheimer’s Disease Subtypes;
EuroPOND: European Progression Of Neurological Disease; FDG: 18F-FluoroDeoxyGlucose; FTD: FrontoTemporal Dementia; GAAIN: Global Alzheimer’s
Association Interactive Network; HBD: Health Big Data; HBP: Human Brain Project; IVN: National Virtual Institute; LBD: Lewy Body Dementia; Long.: Storage

of both cross-sectional and longitudinal data; LONI: Laboratory Of Neuro Imaging; MCI: Mild Cognitive Impairment; MDD: Major Depressive Disorder; MM:

Murine Models; MRI: Magnetic Resonance Imaging; MS: Multiple Sclerosis; MSA: Multiple System Atrophy; ND: Neurodevelopmental Disorders; Npsy:

Neuropsychological; PD: Parkinson’s Disease; PET: Positron Emission Tomography; PPA: Primary Progressive Aphasia; RIN: Neuroscience and

Neurorehabilitation Network; SMC: Subjective Memory Complaints; SMI: Severe Mental Illness; SVD: Small Vessel Disease; TBI: traumatic brain injury; *: Not

available at the time of writing, but with the possibility of adding the biomarker or service in the future.
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The type of data to be collected and subsequently
shared is heterogeneous and includes clinical data (EHRs
and patient follow-up data), ‘-omics’ data (genomics,
transcriptomics, proteomics and metabolomics), imaging
and radiomics data. In the medium term, data from bio-
sensors, environmental, and social activities will also be
included (Tables 1 and 2). Great emphasis will be
placed on innovative ways to integrate unstructured
data (Wieder & Nolte, 2022), especially with advanced
data lake technologies (Google Big Lake, Amazon Web
Services [AWS] Lake formation). The goal of HBD is to
develop predictive and prescriptive computational analysis
models capable of generating knowledge in real time and
opening new possibilities for prevention and therapy. Spe-
cial attention will be placed on improving the Information
Technology (IT) tools already available at participating
IRCCSs. The HBD is currently working on the develop-
ment of NLP tools with the goal of developing a reliable
pipeline for the extraction of medical data from EHR for
the creation of high-quality curated research databases.
The main architecture used by the HBD is the
federated one.

The HBD represents the third component (z axis) of
the matrix originally desired by MoH. It is the abstraction
layer of the RIN/IVN framework from the brain to other
organs (i.e. from brain to heart) or other clinical domains
(i.e. from neuro-pathologies to onco-pathologies).

1.4 | European level

1.4.1 | NeuGRID

The neuGRID platform (https://neugrid2.eu) (Redolfi
et al., 2009), originally founded by EC in two successive
waves of the 7FP, is a web-based HPC e-infrastructure
designed to help neuroscientists to perform high-
throughput analyses.

It provides an array of atomic algorithms and libraries
(Freesurfer, FSL, ANTS, SPM and MINC tools) for quan-
tification of surrogate MRI/PET imaging biomarkers of
neurodegeneration (De Francesco et al., 2021; Redolfi
et al., 2015); ML tools for single case analysis (Archetti
et al., 2021; Redolfi et al., 2020); and secure archiving
repositories based on a MySQL relational database.

NeuGRID has been identified by the Re3data initia-
tive (Pampel et al., 2013) as an official research data
repository compatible with the FAIR principle
(Martone, 2022). NeuGRID contains data from more than
5000 subjects (Tables 1 and 2) from seven open-access
multicentre studies (I-ADNI, PharmaCOG, VITA, OASIS,
ARWIBO, WMH-AD and EDSD) organised in the BIDS
format.

In neuGRID, the collection of large amounts of
image data is associated with computationally intensive
data analysis. The allocated computational resources
consist of 350 Central Processing Units (CPU) cores,
2000 GigaBytes (GB) of Random Access Memory
(RAM), and 150 TeraBytes (TB) of physical memory pro-
viding users with coarse-grained parallelisation via a
Sun Grid Engine scheduler that enables faster data pro-
cessing compared to a traditional scenario whilst pre-
venting users from wasting time installing and learning
complex software.

These advanced computing resources and the user-
friendly environment, coupled with specific sections
for each pipeline, have made neuGRID the core platform
for multiple Italian (RIN, IVN and HBD), European
(European Progression of Neurological Disease [Euro-
POND] and E-DADS) and international (GAAIN)
projects. NeuGRID employs mainly a centralised archi-
tecture (Figure 1a).

1.4.2 | EuroPOND

At the European level, the growing interest in neuroin-
formatics under Horizon 2020 has opened up the
possibility of funding specific projects. EuroPOND has
been exemplary in the development and validation of a
number of data-driven algorithms that have successfully
modelled a wide range of neurodegenerative diseases
such as dementia (Archetti et al., 2019; Oxtoby
et al., 2017; Young et al., 2014), multiple sclerosis
(Dekker et al., 2021; Eshaghi et al., 2018), Parkinson’s
disease (Oxtoby et al., 2021), prion disease (Pascuzzo
et al., 2020), Huntington’s disease (Wijeratne et al., 2018,
2021) and amyotrophic lateral sclerosis (Gabel
et al., 2020)) as well as normal ageing (Vinke et al., 2018)
and neurodevelopment (Gui et al., 2019; Sa de Almeida
et al., 2021).

EuroPOND led the way in extending computational
models from pure and well-collected research data to
clinical not fully curated and harmonised data for testing
disease models. In addition to demographic, clinical,
cognitive, and biological features, special emphasis was
placed on neuroimaging data following the holistic
approach typical of neuroinformatics (Table 2).

Most of the algorithms developed in EuroPOND are
based on the fundamental idea that a disease follows an
average trajectory with acceptable variability across
patients, and that the trajectory can be inferred based on
historical patients’ data (Oxtoby & Alexander, 2017).

The goal of a common disease trajectory has been
achieved using different approaches: (i) discrete models,
in which disease is represented by a sequence of discrete
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time steps; and (ii) spatiotemporal models, in which
disease is modelled as a continuous set of biomarker
trajectories over time.

EuroPOND validated several discrete disease models:
the event-based model (EBM) (Fonteijn et al., 2012;
Young et al., 2014), where disease evolution is repre-
sented by a sequence of events corresponding to bio-
markers becoming abnormal. Variants of EBM were
developed (Venkatraghavan et al., 2019, 2021), differing
primarily in how normal and abnormal biomarkers are
distinguished, as no a priori labelling of data was
assumed. EBMs are powerful tools because they could be
trained on cross-sectional data. EBMs, however, had sig-
nificant limitations, mainly because the event sequences
do not provide information about the timing and spacing
between events, and the notion that biomarkers suddenly
step from normality to abnormality may be biologically
inaccurate.

These issues were overcome by the spatiotemporal
modelling approaches. Two spatiotemporal models have
been developed in EuroPOND, namely LEASPy
(LEArning Spatiotemporal Patterns in Python) (Koval
et al., 2018, 2021) and the Gaussian Process Progression
Model (GPPM) (Abi Nader et al., 2020; Lorenzi
et al., 2019). Both approaches rely on longitudinal data
for training, and in both cases, individual trajectories are
usually translated and warped to build a continuous tra-
jectory in the biomarker space–time. The main difference
between these two approaches is that LEASPy assumes a
fixed shape for the biomarker trajectory (typically sig-
moid), whereas GPPM makes no assumptions about the
shape of each biomarker trajectory.

Indeed, the a priori assumption of a unique trajectory
common to all patients may not be biologically accurate,
so EuroPOND also developed a subtype model called
SuStaIn (subtype and stage inference) (Young
et al., 2018) that combines subtype modelling and disease
progression modelling, allowing the discovery of disease
variants that correspond to different disease progression
patterns. SuStaIn has been used to identify neurodegen-
eration patterns in AD (Archetti et al., 2021; Young
et al., 2018), fronto-temporal dementia (Young
et al., 2018) and multiple sclerosis (Eshaghi et al., 2021).
The main architecture used by EuroPOND was primarily
a distributed architecture (Table 1), and the software and
models developed within the consortium are publicly
available (https://github.com/EuroPOND).

1.4.3 | E-DADS

E-DADS (Early Detection of Alzheimer’s Disease Sub-
types) is a Joint Programme Neurodegenerative Disease

research (JPND) initiative launched in December 2020.
E-DADS (https://e-dads.github.io) aims to unify the
models previously developed in EuroPOND (SuStain
and LEASPy) with the pipeline of Nonnegative Matrix
Factorisation (NMF) to create a single hypermodel for
AD. NMF (Ten Kate et al., 2018) is a ML based approach
for detecting AD subtypes in imaging data that allows
identification of atrophy features that are correlated in
one subset of individuals but not in other subsets. Such
nonlinear associations cannot generally be detected using
classical methods.

The hypermodel of E-DADS is based on neuroimag-
ing, clinical, cognitive, biological, genetic data and poly-
genic risk scores that can quantify risk and predict
disease progression years in advance. This may trigger
interventions (lifestyle changes and drug treatments) that
can delay or slow down the onset of dementia (Ten Kate
et al., 2018).

E-DADS data include more than 50,000 subjects in
the AD spectrum from multiple data sets (Alzheimer’s
Disease Neuroimaging Initiative [ADNI], UK Biobank,
Australian Imaging Biomarkers and Lifestyle Study of
Ageing [AIBL], Amsterdam Data Cohort, Insight46,
NeuGRID data, GAAIN data [see below]), creating a
representative cohort that links early-life predictors to
AD progression, and BIDS standard is employed in all
centres to better handle the data.

An important part of the E-DADS project is based on
the development of a neuroinformatics prototype, which
will be made available through an online platform, to
enable the use of the disease hypermodel by the general
public, with dedicated areas for clinicians, pharmaceuti-
cal companies, patients and lay people.

E-DADS initiative is structured as a federated archi-
tecture as shown in Figure 1c.

1.4.4 | HBP-EBRAINS

Started in 2013, the Human Brain Project (HBP) is the
largest and, with a duration of 10 years, also the longest
brain science project ever conducted in Europe. The HBP
is part of the Future Emerging Technologies (FET) Flag-
ship initiative, a new funding programme launched by
the EC that aims to achieve visionary goals such as
understanding the multiscale organisation of the brain
(Amunts et al., 2016, 2019).

HBP pries on advanced data processing methods,
neuroinformatics tools and artificial intelligence compu-
tational models. The community can access the cloud-
based services of HBP platforms through EBRAINS, the
European Brain ReseArch INfraStructure (https://
ebrains.eu).

2028 REDOLFI ET AL.
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The main EBRAINS services (Amunts, Axer,
et al., 2022; Amunts, DeFelipe, et al., 2022) are
(i) ‘knowledge graph’, a system to make data integrated
and searchable, accessible, interoperable and reusable;
(ii) ‘atlases,’ to make visualisation of brains comparable
across species by highlighting similarities and differences,
zooming in and out of each region of interest (up to
20 μm at cell resolution), extracting data, and using these
data as input for simulations; (iii) ‘simulation platforms’
(D’Angelo & Jirsa, 2022) for modelling the brain such as
the Brain Scaffold Builder (BSB), The Virtual Brain
(TVB) and the Medical Informatics Platform (MIP). BSB
developed a new framework for cerebral cortex recon-
struction via morphologically realistic single-neuron
models. TVB developed hundreds of interconnected
circuits and networks of the brain, enabling automatic
conversion of user-specific model equations into fast
simulation code (Matzke et al., 2015; Schirner
et al., 2022). MIP developed a federated imaging platform
that enables the analysis of MRI/PET scans in European
hospitals and research centres (Redolfi et al., 2020); and
(iv) ‘brain-inspired services and tools’ to develop neuro-
morphic computing and neurorobotic platforms. These
tools occupy a special position as they enable new
insights into the brain or inspire the development of
more efficient Information and Communication Technol-
ogies (ICT) for AI (e.g. innovative learning gradient
approach that mimics neuron behaviour for DL applica-
tions (Göltz et al., 2021); co-design of robots with
enhanced decision-making capabilities and contextual
awareness for use in autonomous exploration in situa-
tions such as deep sea search and rescue in disaster areas;
and high performance supercomputing).

EBRAINS neuroinformatics services are computation-
ally intensive and require access to the latest supercom-
puting resources on the Fenix infrastructure, which
brings together scalable storage and computing resources
at several leading HPC sites, namely CINECA (Italy),
CEA (France), BSC (Spain), JSC (Germany) and CSCS
(Switzerland). The backend architecture envisioned by
the HBP-EBRAINS is the federated one (Figure 1c).

1.5 | International level

1.5.1 | LONI

The Laboratory of Neuro Imaging (LONI), at the Univer-
sity of Southern California (USC) (https://www.loni.usc.
edu/), is the most advanced neuroinformatics platform
ever developed (Tables 1 and 2).

LONI provides several services to the community,
mainly the provision of algorithms and data storage. As

far as data analysis is concerned, LONI algorithms can be
accessed both independently or through a graphical sys-
tem (LONI pipeline). The LONI pipeline is a visual pro-
gramming interface for the creation, execution and
distribution of advanced neuroimaging analysis pipelines
created by the user (Dinov et al., 2009; Rex et al., 2003) or
directly by LONI developers. There are hundreds of
workflows ranging from bioinformatics (BLAST or
PLINK for genotype/phenotype data analysis) to imaging
analysis (Freesurfer, FSL, ITK libraries for morphometric
or functional analysis) specific to clinical or preclinical
models.

The LONI Image and Data Archive (IDA), a large
HPC infrastructure, provides tools and resources for de-
identification, integration and sharing of neuroscience
data. External researchers are granted access to LONI
HPC resources on the basis of ad hoc scientific collabora-
tion agreements. IDA is a repository for long-term and
permanent storage of neuroimaging, clinical, biospeci-
men and genetic research data (Crawford et al., 2016) in
accordance with the FAIR principles. Among IDA data-
sets, the ADNI has collected the most widely used cohort
of data in AD research (Aisen et al., 2010). Since its
inception in 2004, the ADNI has gone through several
phases: ADNI-1 (2004–2009) collected demographic, clin-
ical, biological and cognitive data from 800 subjects
across the AD spectrum (Petersen et al., 2010), followed
by ADNI-GO (2009–2011, 200 subjects) (Jack et al., 2010),
ADNI-2 (2011–2016, 700 subjects) (Aisen et al., 2015) and
ADNI-3 (2016–2021, 133 subjects) (Weber et al., 2021).

During all ADNI phases, subjects were followed
longitudinally, and high-resolution neuroimaging data
(T13D, T2/PD, Flair, fMRI, DTI and FDG-PET, amyloid
PET and tau PET) were also collected. ADNI data have
been published in nearly 4000 scientific articles, and
ADNI has made an extraordinary contribution to paving
the way for big data in neuroscience. LONI hosts many
other public and private datasets not only on neurological
but also on psychiatric disorders. The backend used by
LONI is the centralised architecture (Figure 1a).

1.5.2 | Canadian neuroinformatics platforms

Canada plays a central role in the development of the
neuroinformatics platforms (Das et al., 2017). The Brain
Institute Centre for Ontario Data Exploration (Brain-
CODE) electronic infrastructure (Rotenberg et al., 2018;
Vaccarino et al., 2018) represents one of the most
advanced examples of neuroinformatics to date. Brain-
CODE provides specialised relational databases for data
acquisition depending on the records to be archived, that
is, (i) REDCap for clinical and neuropsychological
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information; (ii) XNAT for imaging and electroencepha-
logram (EEG) data; and (iii) LabKey for the -omics data.
All archived information complies with privacy and secu-
rity regulations and specific format standards (DICOM,
Neuroimaging Informatics Technology Initiative – NIfTI,
European Data Format – EDF). To efficiently query,
manage and analyse the large amount of electronic
health records, Brain-CODE also combines innovative
‘data lake’ strategies with traditional databases. In this
way, Brain-CODE can provide its 600 active users with
efficient data services through web-based ad hoc dash-
boards and the ability to post-process brain data via R,
Python or Jupyter notebooks. Brain-CODE relies on a
computing cluster with 1000 CPU cores, a Graphics
Processing Unit (GPU) node (dedicated to ML analytics)
and 9000 GB RAM memory. Brain-CODE relies on the
CANAIRE high bandwidth backbone (https://www.
canarie.ca).

In 2017, the Brain Canada Foundation launched the
Canadian Open Neuroscience Platform (CONP) bringing
together many of the country’s leading scientists in basic
and clinical neuroscience from McGill University, Laval
University and the Ontario Brain Institute to form a criti-
cal mass for Open Science. The goal of the CONP is to
lead Canadian neuroscience into a new era of commonly
shared, digitally integrated, data and algorithmic-rich
research. To accomplish these tasks, the CONP has
decided to invest in several components of neuroinfor-
matics: (i) the technical infrastructure that facilitates the
storage and processing of data via HPC or cloud ecosys-
tems (CBRAIN [Sherif et al., 2014], Virtual Imaging
Platform [VIP, Glatard et al., 2013], Compute-Canada
[https://computecanada.ca] and AWS) for a total of
100,000 CPU cores; (ii) advance workflow systems neces-
sary to extract from raw data meaningful disease bio-
markers for AD or other brain pathologies; and (iii) web-
based relational database (LORIS [Das et al., 2012]) to
facilitate data query and retrieval (Tables 1 and 2). To
date, the CONP portal (https://portal.conp.ca/) provides
90 pipelines (primarily algorithms for imaging, neuroin-
formatics and bioinformatics analyses) and 70 datasets
(primarily neuroimaging, EEG, transcriptomics and
genomics data) sorted with a variety of filters for the
benefit of the end user (Duchesne et al., 2019). Detailed
descriptions are provided for each pipeline and dataset.
Both computational pipelines and data cohorts can be
explored, searched and selected by specifying keywords.
The majority of the datasets exposed follow BIDS stan-
dards. CONP analysis tools can be executed via the Bou-
tiques system (Glatard et al., 2018) to be run locally or on
HPC/cloud platforms through ad hoc containers (Docker
and Singularity). Boutiques are innovative and interoper-
able framework, supported by multiple virtual platforms,

that enables the creation of neuroinformatics applica-
tions via structured descriptors. The backend architecture
adopted by CONP is shown in Figure 1b.

1.5.3 | GAAIN

In 2013, the Alzheimer’s Association established the
Global Alzheimer’s Association Interactive Network
(GAAIN) initiative (https://gaain.org), a federated plat-
form that makes more than 500,000 patient records with
more than 35,000 clinical, neuropsychological, genetic
and imaging data (Tables 1 and 2) from 60 partners
around the world accessible in aggregated form. GAAIN
allows all neuroscientists interested in studying AD to
query and analyse the data using filtering criteria.

GAAIN is suitable for conducting meta-analyses (Neu
et al., 2017). From the GAAIN dashboard (Ashish
et al., 2016; Toga et al., 2016), users can run various
models commonly used in epidemiology, such as
(i) linear regression: to measure how well two variables
are correlated each other; (ii) logistic regression: to model
the role variables may play between a control and case
group; (iii) Cox regression: to model how variables may
affect subject survival times; and (iv) Mantel–Haenzel
meta-analysis: to quantify a pooled odds ratio by combin-
ing independent case–control studies together. The
GAAIN architecture consists of a central server at USC
and a client server running at each partner’s site. To cope
with the different ontologies of the datasets, GAAIN has
developed a semi-automatic mapping tool called Entity
Mapping capable of mapping and encode different nam-
ing conventions (Ashish et al., 2016). Data partners have
full control over the shared data as they can stop commu-
nication at any time, and the shared data are immedi-
ately deleted from the cache memory of the GAAIN
Central server (Neu et al., 2016). The backend architec-
ture adopted by GAAIN is shown in Figure 1c.

1.5.4 | BRAIN research initiative(s)

In 2013, U.S. President Barack Obama’s 15-year plan was
funded by the NIH to accelerate the development of
innovative neurotechnologies aimed at understanding
how the healthy brain works and how neural circuits
function. The ‘Brain Research through Advancing Inno-
vative Neurotechnologies’ programme (BRAIN - https://
braininitiative.nih.gov) also aims to find new ways to pre-
dict, treat, cure and prevent brain disorders. To achieve
these goals, BRAIN’s strategy was first to empower the
scientists with data standards and then to develop the
necessary archives and e-infrastructures. The BRAIN
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neuroinformatics programme decided that, instead of an
all-encompassing e-infrastructure, the project could cre-
ate a few cloud infrastructures for individual scientific
areas. Specifically, the programme consists of three main
components: (i) data archives, such as BossDB, DANDI,
BIL and NeMO tools that allow users to access data with-
out moving petabytes of information to local computers;
(ii) data standards, such as NWB for electrophysiology
data and DICOM for imaging data; and (iii) software
tools for data integration, interoperability and analysis
(Hsu et al., 2020).

Following the establishment of the HBP-EBRAINS
and US BRAIN initiatives, additional five similar BRAIN
initiatives emerged in China (China Brain Project), Japan
(Japan Brain-MINDS project), Korea (Korea Brain Initia-
tive), Canada (Canadian Brain Research strategy) and
Australia (Australian Brain Alliance) culminating in the
establishment of the International Brain Initiative (IBI)
in 2017. The IBI is neither a funding body nor a research
project, but has a coordinating role in promoting
interoperability among the seven ‘BRAINS initiatives’
worldwide (Quaglio et al., 2021).

1.6 | Standard operative procedure and
best practice for the neuroinformatics

Neuroscience has entered a ‘golden age’ with many
large-scale initiatives attempting to understand brain
function and dysfunction by combining theoretical, com-
putational and technological approaches.

Although new data in neuroscience can be obtained
rather easily, there is one major problem that neuroinfor-
matics is trying to solve: the poor reproducibility of
results (Ioannidis et al., 2014). This is particularly true for
neuroimaging data which, even using the best practice
for standardisation, show a remarkable variability
because of the samples, the scanners and the analysis
pipelines (Schilling et al., 2021). Nature surveyed 1500
scientists and 90% agreed that there was a crisis; 70% said
they had tried to replicate another group’s experiment
but failed (Baker, 2016). Indeed, this represents a major
lack of efficiency and is particularly striking in this day
when results are constantly published under more
stringent requirements imposed by scientific journals in
the interest of rigour and transparency.

To overcome this ‘impasse’, significant efforts have
been made to standardise and establish best practices. In
2005, INCF was established as an independent interna-
tional organisation to promote the standardisation of data
and e-infrastructures in neuroscience.

In 2016, the INCF played a prominent role in
defining and disseminating the FAIR principles (Poline

et al., 2022). These best practices reinforced many other
historical de facto standards established in neuroimaging
practice, such as DICOM or NIfTI, and in clinical practice
with the implementation of the HL7-FHIR standards.

Currently, the INCF has endorsed eight standards
and best practices to support neuroscience (Abrams
et al., 2021). A notable example is the BIDS for imaging
data. Since then, a significant community of researchers
has begun to take interest in the BIDS standard, leading
to subsequent expansion to include the organisation of
EEG and magnetoencephalography data. Moreover, to
increase the momentum around the FAIR open science,
other institutes such as the IBI (Eke et al., 2022) and the
Institute of Electrical and Electronics Engineers (IEEE)
started to work closely with INCF.

The INCF has developed a robust governance process
to discuss, support and endorse new standards. Table 3
provides a complete list of current standards developed
for the neuroscience community. Clearly, more standards
will need to be developed in the coming years to achieve
syntactic interoperability, which allows two or more
systems to communicate and exchange data even if they
use different programming languages, and semantic
interoperability, where data are preserved and fully
understood by each system, between neuroinformatics
platforms. The development and adoption of such
standards with the aim of improving the replicability of
results through data interoperability is an advantage for
robust open neuroscience.

1.7 | The next 10 years of
neuroinformatics platforms

The neuroimaging-focussed neuroinformatics platforms
presented in this review might undergo substantial
reshaping in the near future. Nevertheless, it is important
for neuroscientists to know what is available today and
how these e-infrastructures might evolve in the future.

Neuroinformatics platforms will continue to promote
frameworks capable of integrating multimodal and multi-
scale data holistically to enable the use of analytics
such as ML, AI and federated learning approaches
(TensorFlow and PyTorch). In addition, these platforms
will increasingly seek to (i) leverage innovative technolo-
gies for data connectivity and exchange (MapReduce
programs developed by Google and Hadoop Java technol-
ogy); (ii) consolidate Single Sign-On technology to ensure
user friendly access to data and networked services;
(iii) improve platforms connectivity by a multiple of
100 GB per second to pave the way for efficient terabit
connectivity; and (iv) improve real-time collection and
processing of biosensor technologies.
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TAB L E 3 INCF standards and best practice

Standard/best practices Description Developed by Status

FAIR A set of best practices to help researchers to
develop software of excellent quality,
reproducible, and widely reusable by other
researchers

INCF Adopted

BIDS BIDS is a standard that prescribes a formal
method for naming and organising MRI data
and metadata. BIDS speeds up the curation
process for databases (e.g. neuGRID, LORIS
and XNAT) and the data export procedures

INCF Adopted

PyNN PyNN is a simulator-independent language for
building neuronal network models. The PyNN
API aims to model neuron populations, layers,
columns, and the connections between them,
while providing access to the details of
individual neurons and synapses as needed

INCF Adopted

NeuroML NeuroML is an XML-based standardised model
description language for computational
neuroscience that provides a common data
format for defining and exchanging
descriptions of neuronal cell and network
models. NeuroML focusses on models based
on the biophysical and anatomical properties
of real neurons, including details of neuronal
morphologies and membrane conductance

INCF Adopted

MBF v4.0 MBF v4.0 provides an openly documented and
widely used digital reconstruction and
modeling structure for microscopic anatomies.
The XML based file structure has been used by
neuroscientists around the world for over
30 years. File metadata provides detailed
information about the origin of the sample,
ensuring that provenance of derived data can
be traced and that important source
information is not separated from the data

INCF Adopted

NIX NIX electrophysiology file format enables storage
of fully annotated scientific datasets along
with the metadata and their relationships in a
unified comprehensive format

INCF Adopted

NWB NWB is a data standard for neurophysiology.
NWB is designed to store a variety of
neurophysiological data, intracellular or
extracellular electrophysiological experiments,
data from optical physiological experiments,
and stimulus data

INCF Adopted

DAQCORD DAQCORD is a framework for designing eCRF to
achieve high data quality. These best practices
represent a comprehensive set of data quality
indicators for large observational clinical
studies

INCF Adopted

NIDM NIDM provides a representation of mass
univariate GLM results. In neuroimaging,
‘mass univariate’ analyses are applied to a
wide range of data: functional MRI, structural

INCF Under development

(Continues)
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Future platform interoperability should also rely on
defining and executing pipelines through simple inter-
faces based on natural language understanding, removing
any implementation details and difficulties. Interopera-
bility will be facilitated by the introduction of Web 4.0
technologies (Almeida, 2017) (definition of intelligent
software agents and new model of machine-to-machine
communication) and applications that facilitate informa-
tion exchange and collaboration between different infra-
structures. In the future, neuroscientists will no longer
face a steep learning curve to understand computing eco-
systems (scripting, programming interfaces, data transfer
protocols and shells for remote data retrieval).

Implementation of the aforementioned improvements,
along with rigorous clinical validation of the tools pro-
vided by neuroinformatics platforms, might envision a
futuristic use case that a physician will face in the next
10 years, likely the following: ‘I need to quantify MRI bio-
markers for a group of subjects within the next 2 hours.’
This analysis, triggered by a voice message through the
physician’s smartphone, will be performed in a neuroin-
formatics platform that is automatically configured
ex-novo in a cloud environment within minutes. Thanks to
intelligent software agents, which are able to access and

anonymise the hospital raw data and homomorphically
encrypt the personal data using blockchain techniques to
maximise security, the requested biomarkers will be calcu-
lated. The AI models will also provide the physician with
an estimate of the biomarkers’ evolutions based on the
patient’s genetic characteristics, comorbidities and lifestyle
habits. Finally, the neuroinformatics agents will display
the fresh results on the physician’s tablet prior to his/her
clinical appointments.

2 | CONCLUSIONS

Neuroinformatics has attracted much attention since its
inception and has fostered the development of several
platforms for integrating, analysing, and sharing
data and theories across scales and neuroscience
sectors/disciplines, favouring standardisation. Despite the
progress made in the last decade, efforts towards deeper
and more significant harmonisation are needed to enable
the maturation of current platforms towards cutting-edge
scientific e-infrastructures.

Indeed, opportunities for interoperability are being
developed. The Italian MoH and MEF have pursued this

TAB L E 3 (Continued)

Standard/best practices Description Developed by Status

MRI, PET, EEG and MEG data. The mass
univariate model is fitted to each voxel
independently, in parallel, and then unified
across the different analysis software packages.
The implementation of NIDM within FSL and
SPM, two of the major neuroimaging libraries,
provides an automated solution for sharing
maps generated by different studies

BMI/BCI BMI/BCI develop and provide standards for
systems that enable closed-loop interaction
with artificial devices (e.g. miniaturised EEG)
based on information obtained from
measurements of nervous system activity

IEEE Under development

IDG tool IDG aims to define a standard that addresses the
different international constraints on data
sharing (i.e. ethical principles, national and
international laws, regulations and policies)
while taking into account privacy
requirements and the need for open science in
neuroscience

IBI Under development

Note: Table 3 lists the standard and best practices available to the neuroscience community at the time of writing this manuscript. Acronyms: API: Application
Programming Interface; BCI: Brain Computer Interface; BIDS: Brain Imaging Data Structure; BMI: Brain-Machine Interfacing; DAQCORD: Data Acquisition,

Quality and Curation for Observational Research Designs; eCRF: electronic Case Report Form; FAIR: Findable, Accessible, Interoperable and Reusable; FSL:
FMRIB Software Library; GLM: General Linear Model; IBI: International Brain Initiative; IDG: International Data Governance; IEEE: Institute of Electrical
and Electronics Engineers; INCF: International Neuroinformatics Coordinating Facilities; MBF: Neuromorphological File Format; NIDM: NeuroImaging Data
Model; NIX: Neuroscience Information eXchange; NWB: Neurodata Without Borders; pyNN: Python Neuron Network models; SPM: Statistical Parametric
Mapping; XML: Extensible Markup Language.
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vision with a multidimensional ‘matrix’ approach. In addi-
tion, the Italian ‘National Recovery and Resilience Plan’
(PNRR), supported by the NextGenerationEU programme,
is expected to promote large-scale investments in the digita-
lisation of health technology to further advance the interop-
erability of biomedical research platforms.

In Europe, through the ‘European Strategy Forum on
Research Infrastructures’ (ESFRI) (https://www.esfri.eu),
opportunities to promote infrastructure interoperability
are being developed in member states and associated
countries over the last three framework programmes.
ESFRI will continue to play a strategic role in supporting
European e-infrastructures at national and global levels
in the coming years. For example, the ESFRI roadmap
has allowed the launch of the EBRAINS-Italy project
based on PNRR funding.

At the international level, the Coordination and
Support Actions (CSA) for Research Infrastructures will
enable the harmonisation of available health infrastruc-
tures from 2021 to 2027. In particular, this call has the
following objectives: (i) consolidate and expand the
international dimension of research infrastructures;
(ii) promote scalability, security and interoperability of
platforms; and (iii) support open science.

All these concrete efforts represent the driving force
for the near future to create a global and interoperable
neuroinformatics platform for neurology without
inefficiencies or overlaps. Neuroinformatics represents
the bridge for transnational collaborations, and the
emergence of common standards such as BIDS and best
practices such as FAIR culture will be the key to global
interoperability.
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