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Abstract—The virtualization of wireless networks enables new
services to access network resources made available by the
Network Operator (NO) through a Network Slicing market. The
different service providers (SPs) have the opportunity to lease the
network resources from the NO to constitute slices that address
the demand of their specific network service. The goal of any SP
is to maximize its service utility and minimize costs from leasing
resources while facing uncertainties of the prices of the resources
and the users’ demand. In this paper, we propose a solution that
allows the SP to decide its online reservation policy, which aims to
maximize its service utility and minimize its cost of reservation
simultaneously. We design the Optimistic Online Learning for
Reservation (OOLR) solution, a decision algorithm built upon
the Follow-the-Regularized Leader (FTRL), that incorporates key
predictions to assist the decision-making process. Our solution
achieves a O(

√
T ) regret bound where T represents the horizon.

We integrate a prediction model into the OOLR solution and
we demonstrate through numerical results the efficacy of the
combined models’ solution against the FTRL baseline.

Index Terms—Online convex optimization, network slicing
markets, virtualization, resource reservation, SP utility maxi-
mization, FTRL algorithm.

I. INTRODUCTION

Motivation. The virtualization of wireless networks has
gained significant interest in recent studies, cf. [1], [2]. This
new technology enables the development of the Network Slic-
ing framework, where service providers (SPs) can lease virtu-
alized network resources from the Network Operator (NO) to
address the demand of their specific network service [3]. Net-
work Slicing promises to boost the utilization efficiency of the
network resources by accommodating multiple and diverse SPs
on the NO’s infrastructure. This in turn brings new challenges:
on the one hand the NO must accommodate heterogeneous
slices on its network to satisfy diverse requirements of the SPs;
on the other hand the SPs must request network resources or
slice requirements in a smart and proactive way by anticipating
their future demand.

The players are expected to operate in a real-time market,
where the SPs can lease both computing and storage resources
while the NO offers both in-advance reservation and on-the-
fly spot opportunities. The modeling of such slicing market
draws ideas from cloud marketplaces [4], [5], where the Cloud
Provider allows customers to bid for resources in the on-
demand and spot markets [6], [7]. This market will allow the
NO to proactively schedule the slice configuration based on the
information coming from the in-advance reservation requests,
but also offer the available spot resources dynamically, leading
to slice re-configuration and boosting network utilization.

In this context, one SP competes with other SPs for the net-
work resources in the on-demand and spot markets and must
request/bid for the resources while ignorant of their prices.
We expect the NO to reveal those prices after the SP request.
Therefore, the SP must decide its requests dynamically without
the information of the resource pricing and its own future
demand. Additionally, we expect the prices to vary according
to non-stationary patterns, as they might depend on multiple
underlying factors, such as the other SPs requests, the NO
internal needs, etc. We highlight here the necessity for the SP
to build a decision model robust to uncertainty, while being
able to use its own historical demand and the NO’s feedback
about historical prices.

Related Work. By anticipating the resource utilization,
the NOs can enhance their resource management decisions
regarding resource provisioning or allocation. In [8], network
traffic information is leveraged to plan the capacity needed
for each slice in a multi-tenant framework. Using a data-
driven approach including C-RAN, MEC and core networks,
the solution outperforms other state-of-the-art deep learning
solutions [9], [10]. The approach in [11] employed an adaptive
forecasting model of the elastic demand for network resources
to perform slice allocation in Internet Access Services. The
authors in [12] and [13] predicted the required resources by
tenants for the future time window to perform slice requests
admission and schedule the users’ traffic within each slice.
In [14] cellular traffic prediction helps the allocation policy
for the vehicular network slice. [15] uses historical traffic
to design the SP resource reservation policy. Unlike these
approaches, our solution does not need offline training and
provides performance guarantees against all types of traces.

Recent works consider the SP resource provisioning prob-
lem. The paper [16] developed a two-time scale approach for
the activation and the re-configuration of the slices while con-
sidering the reservation of both RAN and backhaul resources.
[17] focuses on wireless spectrum considering two reservation
schemes (in advance and on demand). In [18], the authors
develop a two-stage approach for the resource reservation and
the intra-slice resource allocation. These works presume a
stationary environment where user statistics do not change
and/or cost of resources are supposed constant. This paper
differs from our previous works [19], [20], as we now use
prediction to support the reservation model.

Methodology and Contributions. The problem of learning
how to bid in an online manner while facing uncertainty
fits to the Online Convex Optimization (OCO) framework,
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introduced by Zinkevich [21]. In OCO, the learner tries to
minimize its total loss with respect to the best static solution:

R(T ) =

T∑
t=1

ft(zt)−min
z∈Z

T∑
t=1

ft(z), (1)

by deciding the reservation vector zt at each round t, without
knowing the convex loss ft. We say the online policy {zt}Tt=1

has no-regret if the achieved regret is sublinear, i.e. R(T ) =
o(T ), in other words limT→∞R(T )/T = 0. We build our
Optimistic Online Learning for Reservation (OOLR) solution
upon the Follow-The-Regularized Leader (FTRL) algorithm
[22]. We develop an optimistic version of the FTRL, first
introduced by Rakhlin and Sridharan [23], where the deci-
sion relies on an adaptive proximal regularizer term and the
optimistic term of the next gradient prediction ∇f̂t+1(ẑt+1).
With perfect predictions, the regret of our decisions reduces
to O(1), synonymous of negative regret. With arbitrarily bad
predictions (of the order of T ), the regret bound is O(

√
T ).

As the SP accumulates historical data about prices and
demand, there exists the possibility to extract predictions
for the next slot values based on previous window of the
traces by using auto-regressive methods. Holt-Winters, Auto-
Regressive Integrated Moving Average (ARIMA) or Neural
Networks have been applied in [11] and in [12]. Albeit
accurate, these methods do not provide performance guar-
antees. The ARMA-OGD algorithm presented in [24] is an
accurate, robust and computationally low prediction model. It
generates the predictions through an auto-regressive process,
where the lag coefficients are updated using the online gradient
descent (OGD) method, which has low time complexity. It also
provides regret guarantees against the best Auto-Regressive
Moving Average (ARMA) predictor with full hindsight of the
future.

The contribution can be stated as follows:
• we formulate an optimization problem for the SP where it

aims to maximize the leased slice utility and minimize the
reservation cost in the long-term;

• to solve the reservation problem faced by the SP, we
develop an online learning solution (OOLR) which incor-
porates the optimistic prediction of the next slot gradient;

• we provide regret bound guarantees of O(
√
T ) for arbitrar-

ily bad predictions and O(1) for perfect predictions;
• we implement a prediction module to assist our OOLR

decision algorithm and we demonstrate good performance
of the combined solution, named OOLRgrad;

• against real world data and non-stationary traces, our OOL-
Rgrad solution outperforms the FTRL baseline. We extend
our model to the situation the NO only fulfills part of the
SP reservation request due to capacity constraints.

II. MODEL AND PROBLEM STATEMENT

Network and Market Model. The key parameters of our
model and solution are summarized in table I below. We con-
sider a slotted system {1, . . . , T}. A Network Operator (NO)
sells virtualized resources to the service provider (SP), and
we denote with H the set of m = |H| types of resources that

comprise each slice. For instance, H may include bandwidth
capacity, backhaul link capacity, edge computing and storage
resources (m = 4). The SP can reserve multiple kinds of
resources which orchestration will enable the operation of the
slice. We denote the in-advance reservation and spot reserva-
tion decisions at slot t respectively as xt = [x1, . . . , xm]>t and
yt = [y1, . . . , ym]>t . The optimal mix of resources composing
the slice is unknown to the SP, as it depends on the type
of request the SP receives from its users. Moreover, the
benefit from each resource can be time-varying, e.g. bandwidth
capacity can change due to varying channel conditions. The
benefit from reservation xt (yt) is quantified by the scalar
x>t θt (y>t θt), where the items of θt ∈ Rm are the individual
contributions of each resource on the performance at slot t.

The utility stemming from such reservation scheme is non-
linear. We model the slice utility of the SP as an increasing
concave function of the acquired resources by using the
logarithm function. For instance, the paper [25] provides the
general form of α-fair utility functions:

f(z) =

{
z1−α

1−α α 6= 1
log(z) α = 1

(2)

where z is the reservation vector of slices. In [26], the utility
from allocating bandwidth x to a certain network flow f is
modeled as af log(xf ), where af is a problem (and flow)-
specific parameter. The logarithm function allows us to model
as well the diminishing returns which naturally arise with
the over-reservation of the network resources. For instance,
the data rate is a logarithmic function of the spectrum; the
additional revenue of the SP from more slice resources is
typically diminishing. We model the slice utility function as a
logarithmic concave function, weighted by the SP demand at,
i.e. at log(1 + θ>t (xt + yt)).

The market operates in a hybrid model. At the beginning
of each slot, the SP can lease network resources, plus ad-
ditional resources on a spot market. We denote with pt =
[p1, . . . , pm]>t ∈ Rm+ the unit price of the network resources;
and we denote with qt = [q1, . . . , qm]>t ∈ Rm+ the unit
price of the resources available in the spot market. The SP
reservation policy consists of the reservation decision xt and
the spot decision yt. At the beginning of each slot t, the SP
decides its t-slot reservation plan (xt,yt), and pays the price
p>t xt + q>t yt at the end of the slot.

The NO can impose upper limits on the requests of the SP.
For instance, the reservation request for resource i must belong
to the set Γi = [0, Di], where Di is the limit imposed by the
NO on resource i. Therefore, the SP request will belong to
Γ1 × . . . × Γm, which we denote ∆. Such limitations arise
from natural capacity constraints of the network, in charge
of multiple services and its own needs. In some cases, the
NO can be unable to fulfill the SP request, especially when
the network is congested due to high users’ demand load and
heavy SPs requests. The NO must guarantee a certain Service
Level Agreement (SLA), which we relate to the respect of
a certain threshold ratio of the requested amount resource.
For instance, the NO must deliver at least α = 80% of the
desired capacity for the resource. We envision this scenario as



an extension and assume from now that the NO must comply
with the whole request if it belongs to Γi.

Problem statement. Putting the above together, the ideal
reservation slice policy is the solution of the following convex
program:

(P) : max
{xt,{yt}}Tt=1

T∑
t=1

(
V at log((xt + yt)

>θt + 1)

− (p>t xt + q>t yt)
)

(3)

s.t. yt ∈∆, ∀t = 1, . . . , T, (4)
xt ∈∆, ∀t = 1, . . . , T. (5)

In Objective (3), we recognize the weighted sum of the
slice performance (logarithmic term) and the payments (linear
term). The latter term has a minus sign as the SP seeks to
minimize its monetary cost. We sum over the number of slots
T , as the goal is to maximize this weighted sum in the long-
term. Constraints (4) and (5) ensure the decisions belong to
the constraint convex set ∆. We define the hyper-parameter
V ≥ 1 which balance the influence between the two terms
(utility term and cost term). The bigger V , the more we favor
the slice utility in the detriment of the cost of reservation.

(P) is a convex optimization problem but cannot be tackled
directly due to the following challenges:
• the users’ demand {at} is unknown, time-varying and

non-stationary;
• the unit prices {qt} and {pt}, are unknown, time-varying

and non-stationary;
Due to these challenges, the convex problem (P) cannot be

solved at t = 1 for the next T slots. Henceforth we define the
loss function, at each slot t:

ft(xt,yt) = −V at log((xt + yt)
>θt + 1) (6)

+(p>t xt + q>t yt) (7)

The function ft is convex which allows us to use the OCO
framework. Our goal is to decide at each slot t the reservation
plan zt = (xt,yt) and achieve in the long term a sublinear
static regret as defined in (1).

III. OPTIMISTIC ONLINE LEARNING FOR RESERVATION

A. Algorithm

Our approach is inspired from the Follow-the-Regularized-
Leader (FTRL) policy, whereby the learner aims to minimize
the loss on all past slots plus a regularization term:

∀t, zt+1 = arg min
z∈∆2

t∑
i=1

fi(z) +R(z) (8)

Due to the convexity of ft, the following property holds:

ft(zt)− ft(z∗) ≤ ∇ft(zt)>(zt − z∗) (9)

which means that the regret against the functions {ft} is
upper-bounded by the regret against their linearized form

TABLE I: Key parameters and variables

Symbol Physical Meaning
m Number of network resources composing a slice
xt Reservation in advance market in slot t
yt Reservation in spot market in slot t
θt Contribution vector in slot t
at User needs for the SP service in slot t
pt Unit price vector of the network resources at t
qt Spot price vector for slot t
T Number of slots/horizon
Di Upper-bound imposed by the NO for reservation of resource i
Γi Γ = [0, Di], feasible set for reservation of resource i
∆ Compact convex set Γ1 × . . .× Γm
D Diameter of ∆
V Calibration parameter
σ Regularization parameter, best choice σ =

√
2/D

∇f̂t+1(ẑt+1) Gradient prediction known at t
ζ Prediction model average relative error rate
α Minimum ratio the NO must provide for advance resources
β Minimum ratio the NO must provide for spot resources

f̄t(z) = ∇ft(zt)>z [27]. Consequently, the FTRL algorithm
simplifies to:

∀t, zt+1 = arg min
z∈∆2

t∑
i=1

∇fi(zi)>z +R(z) (10)

In our approach, we consider an additional gradient
term, which is the optimistic next slot gradient prediction
∇f̂t+1(ẑt+1). In the FTRL, the regularization function is
quadratic R(z) = 1

2η ||z||
2. In contrast, we design a sequence

of proximal regularizers:

∀t = 1 . . . T, rt(z) =
σt
2
||z − zt||2, (11)

with ||.|| the Euclidean norm. The regularizer parameters are:

σt = σ
(√

h1:t −
√
h1:t−1

)
, (12)

ht = ||∇ft(zt)−∇f̂t(ẑt)||2, (13)

where σ ≥ 0, and h1:t =
∑t
i=1 hi.

All the above lead to the final form of our algorithm decision
step:

zt+1 = arg min
z∈∆2

{
r1:t(z)+( t∑

i=1

∇fi(zi) +∇f̂t+1(ẑt+1)
)
>z
}

(14)

B. Performance analysis

We start with the necessary assumptions.

Assumption 1. The sets Γi, i = 1 . . .m, are convex and
compact, and it holds |x| ≤ Di, for any x ∈ Γi

1.

Assumption 2. The function ft is convex.

Assumption 3. {rt}Tt=1 is a sequence of proximal non-
negative functions.

1Note that we can rename the set Γ1× . . .×Γm as ∆ and simply assume
∆ is a compact convex set with diameter D. The design of the different sets
Γi allows us to choose a different reservation restriction for each resource
type.



Algorithm OOLR: Optimistic Online Learning for
Reservation

Initialize:
z1 ∈ ∆2, σ = 1, a1, q1, f1(z1)

1 for t = 1, . . . , T − 1 do
2 Observe the new prediction of the gradient

∇f̂t+1(ẑt+1)
3 Decide zt+1 by solving (14)
4 Observe the demand at+1, the reservation price

pt+1, the spot price qt+1, the contributions θt+1

5 Calculate ft+1(zt+1) and ∇ft+1(zt+1)
6 Update r1:t+1(z) according to (11) and (12)

Assumption 4. Prediction ∇f̂t+1(ẑt+1) is known at t.

Corollary 1. Under Assumptions 1-4, we derive from [28,
Theorem 1] and [29, Theorem 1] the following regret bound:

R(T ) ≤

√√√√ T∑
t=1

||∇ft(zt)−∇f̂t(ẑt)||2(
2

σ
+
σ

2
2D2) (15)

Proof. First let’s remark that the function h0:t : z → r0:t(z)+
(c1:t+ c̃t+1)>z is 1-strongly convex, with respect to the norm
||.||(t). It allows us to use [28, Theorem 1], which yields regret:

R(T ) ≤ r1:T (z∗) +

T∑
t=1

||ct − c̃t||2(t),∗ ∀z∗ ∈ ∆2 (16)

Now, we define the norm ||x||(t) =
√
σ1:t||x||, which has

dual norm ||x||(t),∗ = ||x||/√σ1:t. We remark that σ1:t =
σ
√
h1:t, and starting from (16), we get:

R(T ) ≤ σ

2

T∑
t=1

(
√
h1:t −

√
h1:t−1)||z∗ − zt||2 +

T∑
t=1

ht

σ
√
h1:t

(17)

≤ σ

2

T∑
t=1

(
√
h1:t −

√
h1:t−1)2D2 +

T∑
t=1

ht

σ
√
h1:t

We use the first order definition of convexity on the square
root function to get:√

h1:t −
√
h1:t−1 ≤

1

2
√
h1:t

(h1:t − h1:t−1)

=
ht

2
√
h1:t

Thus,

R(T ) ≤ σ

4

T∑
t=1

ht√
h1:t

2D2 +

T∑
t=1

ht

σ
√
h1:t

(18)

From [30, Lemma 3.5], we have:

T∑
t=1

ht√
h1:t

≤ 2
√
h1:t (19)

Plugging this result into (18), it yields:

R(T ) ≤
√
h1:t(

2

σ
+
σ

2
2D2) (20)

Remark 1. We observe that a certain value of σ can
minimize the upper-bound on the regret, but one has to know
the diameter of the decision set

√
2D. The very value of σ

which minimizes the upper-bound is:

σ =

√
2

D
(21)

We re-write the upper bound:

R(T ) ≤ 2
√

2D

√√√√ T∑
t=1

||∇ft(zt)−∇f̂t(ẑt)||2 (22)

Remark 2. The regret bound is in O(
√
T ) if predictions

are arbitrarily bad i.e.
∑T
t=1 ||∇ft(zt)−∇f̂t(ẑt)||2 = O(T ),

and becomes null when the predictions are perfect, i.e. when
∀t, ∇f̂t(ẑt) = ∇ft(zt).

Remark 3. We implement an online learning prediction
method that learns how to predict the gradient with the regret
O(2mGM

√
T ), where G and M are key constant in [24].

Other prediction methods could be applied to the prediction
of the gradient; however, this online learning method offers
sublinear regret guarantees against all types of traces, even
non-stationary.

Conclusion. We conclude that our OOLR algorithm brings
the best of both worlds. Given arbitrarily bad predictions, it
provides the same guarantee of sublinear regret as the FTRL
algorithm, i.e. O(

√
T ). Associated with an accurate prediction

model, it provides tighter guarantee of performance down
to O(1) in the ideal case, i.e. when predictions are perfect∑T
t=1 ||∇ft(zt)−∇f̂t(ẑt)||2 = O(1).

C. Complexity analysis

We stress there that the computational cost and memory
requirements of the OOLR algorithm are fairly low. We need
to solve at each slot t, the problem (14). We add the term
rt(z) to the previous regularizer r1:t−1(z). We can just replace
r1:t−1(z) by r1:t(z) in the same variable to limit storage cost.
The gradient terms ∇fi(zi) are equal to:

∇fi(zi) =



−V aiθi,1
1+(xi+yi)>θt

+ pt,1

−V aiθi,2
1+(xi+yi)>θi

+ pi,2
...

−V aiθi,m
1+(xi+yi)>θi

+ pi,m

−V aiθi,1
1+(xi+yi)>θi

+ qi,1

−V aiθi,2
1+(xi+yi)>θi

+ qi,2
...

−V aiθi,m
1+(xi+yi)>θi

+ qi,m


. (23)



Thus, at each slot i, we need to store the vectors pi, qi, θi of
length m and the scalar ai. Therefore, memory requirements
are of 3m + 1 = O(m). We can just replace the gradient
term

∑t−1
i=1∇fi(zi) by

∑t
i=1∇fi(zi) in the same variable to

limit storage cost. The computation of the gradient (23) runs
in 2m(m+ 4) operations. The computation of the regularizer
term (11) runs in 4m operations for ||z − zt||2 and 4m + 2
operations for σt. Therefore the running time for (14) is in
2m(m+ 4) + 8m+ 2 = O(m2).

The complexity of the OOLRgrad algorithm is higher as we
must take account of the complexity of the prediction module
ARMA-OGD from [24]. We apply the ARMA-OGD to each
gradient item separately. For one item, the prediction consists
of an online gradient descent update of the q lag coefficients.
Then, the prediction is the linear combination of the q previous
real values of the gradient weighted by the q lag coefficients.
Thus, the running time of ARMA-OGD applied to our specific
case is in O(mq). The memory requirements of the ARMA-
OGD are 2m2q as we must store the last q observations of
the real gradient and the q lag coefficients, for each item of
the gradient. Therefore, memory requirements are of O(mq).

We conclude that both OOLR and OOLRgrad have fairly
low running time and memory requirements, given that the
number of resources m composing one slice is not too high,
which is practically the case.

IV. NUMERICAL EVALUATION

Experimental scenario. We consider a Mobile Virtual
Network Operator (MVNO) which aims to acquire network
resources that constitute the end-to-end network slice dedi-
cated to its specific network service. Confronted with unknown
and evolving traces such as the users’ demand, the prices,
and contributions of the network resources, the MVNO will
follow the online reservation strategy designed by our OOLR
solution. We consider the base case where the MVNO faces
the incoming demand at one Base Station (BS) and must
reserve m = 3 types of resources to deliver its network
service, encompassing radio resources at the BS, backhaul link
capacity, and computing resources at the core. This base case
falls under the scope of our system model.

To model user demand, we use a real-world data set that
contains the aggregated traffic volumes seen across multiple
BSs owned by a major MNO of Shanghai [15]. Traffic volumes
have been recorded over a one-month period, spanning from
Friday 1 August 2014 00:00 to Sunday 31 August 2014 23:50,
with each recording averaged over a period of 10 minutes.
Hence, there are 6 measurements per hour and a total of 4464
measurements for each BS over this period.

We assume the network resources prices vary with non-
stationary dynamics. We model such variations with an AR(1)
(Auto-Regressive with 1 lag) process, the discrete-time equiva-
lent of the Ornstein-Ulhenbeck (OU) process. This stochastic
process is applied in financial mathematics to model stock
prices. We model the contribution parameters -items of vector
θt- as varying and non-stationary. Each item follows a seasonal
trend (sine wave), with an offset and added OU stochastic
process.

We compare the OOLRgrad solution to the FTRL baseline.
The latter consists of the update as defined in equation
(10). We introduce the parameter ζ to control the quality of
different prediction models, where ζ is the average relative
error rate of the prediction ∇f̂t+1(ẑt+1) against the real value
∇ft+1(zt+1). We set ζ = 0, 0.3 and 4 to represent prediction
models from perfect accuracy to arbitrarily bad. This allows
us to introduce three OOLR baselines, with different levels of
prediction accuracy.

Prediction module. The solution OOLR is optimistic in
the sense it allows the SP to use the predicted gradient term
∇f̂t+1(ẑt+1) of the next slot. In (15), we concluded that
accurate predictions can greatly enhance the performance, as
the regret bound goes from O(

√
T ) when predictions are

arbitrarily bad to O(1) when predictions are perfect. This
observation paves the way to the introduction of a prediction
module, in support of our OOLR decision algorithm. We aim
to find an accurate, robust and computationally low model.
The algorithm ARMA-OGD created by Anava et al. in [24]
presents these three key advantages. It consists of learning
the AR(q) signal of the trace where the q lag coefficients are
updated online at each slot by the gradient descent method.
The algorithm guarantees that the total loss is no more on
average than the loss of the best ARMA predictor with full
hindsight.

First, we show in Fig. 1 that the model is accurate against
two intricate signals. The SP demand is based on multiple
latent factors, which makes the signal non-stationary and hard
to predict. Yet, we observe the predicted signal is able to
track the SP demand. The 2m gradient items are composed
of multiple signals, namely the SP demand, the prices and
contributions of the network resources. Yet again, the model
is able to give an accurate predicted signal. Secondly, ARMA-
OGD provides guarantees of performance against all types
of traces, which ensures its robustness. The total squared
loss of the model is a O(

√
T ) + Res, where Res represents

the residual squared loss of the best ARMA predictor with
full hindsight of the target signal. We show in Fig. 2 the
convergence of the average squared loss towards Res. Finally,
the ARMA-OGD is based on the OGD update step, which
is very low computationally and allows us to develop the
algorithm alongside the OOLR solution. We insist here that
the two combined solutions having both low time complexity
allow the SP to take optimistic decisions in real time. There
exists other models which employ advanced techniques such
as Neural Networks that would obtain better accuracy than
the ARMA-OGD. Nevertheless, these models necessitate an
offline training phase, do not provide guarantees of perfor-
mance, and have higher time complexity.

Impact of the quality of predictions. The SP can reserve
m = 3 kinds of resources. We assume the NO sets the upper
bound constraint to Di = 1,∀i. This means the SP reserves
normalized values for each type of resource. Our goal is to
maximize the SP utility while avoiding excessive reservation
cost. We balance between the two terms (utility and cost) using
the hyper-parameter V . We calibrate V = 2 to have both terms
of the same order.
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hindsight. Right side: We observe the convergence of the average
squared loss of the predicted MVNO demand toward the best ARMA
in hindsight.

We call OOLRgrad the online decision algorithm OOLR be-
cause the prediction method ARMA-OGD is directly applied
to the gradient items. We show in Fig. 3a against the static
benchmark as defined in (1) the performance of the OOL-
Rgrad solution, the classical FTRL algorithm with euclidean
regularizer and the different OOLR models ζ = 0, 0.3 and 4.
We first observe the convergence of the average regret RT /T
towards 0 for the five models, which confirm the regret bound
of O(

√
T ) even for arbitrarily bad predictions (represented

by the OOLR ζ = 4 model). Secondly, we observe a negative
regret for the other four models, which confirm the O(1) regret
bound when the predictions are accurate and the accumulated
error

∑T
t=1 ||∇ft(zt)−∇f̂t(ẑt)||2 is close to 0. Zooming in

the last slots, we remark that our OOLRgrad solution based on
the ARMA-OGD predictor shows better performance than the
OOLR solution with a 70% accurate predictor (ζ = 0.3) and
is inferior to the OOLR with perfect predictor (ζ = 0). The
OOLRgrad and the OOLR ζ = 0, 0.3 solutions outperform
the FTRL baseline, which shows that the incorporation of
accurate predictions enhances the performance. One needs
to be cautious as arbitrarily bad predictions (OOLR ζ = 4)
worsens the performance. In Fig. 3b, we show the performance
of the same solutions against the optimal benchmark, defined
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Fig. 3: Evolution of RT /T : Horizon T = 1008, m = 3, V = 2,
D = [1, 1, 1], D =

√
3, σ =

√
2/D.
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Fig. 4: Evolution of RT /T : Horizon T = 1008, m = 3, V = 2,
D = [1, 1, 1], D =

√
3, σ =

√
2/D.

by the dynamic sequence {z∗t }, where ∀t,

z∗t = arg min
z∈Z

ft(z).

Against such competitive benchmark, the regret cannot be
sublinear and thus the convergence of RT /T towards 0 is
not achieved. Nevertheless, we observe that the OOLRgrad
solution displays good performance when compared to the
different baselines.

Extension. Now we evaluate the OOLRgrad solution in the
scenario where the NO is unable to fulfill the SP request in
its entirety. We focus on a basic scenario in which the NO
ensures a minimum ratio of α for in-advance resources – in
a more complex scenario the NO commits to a ratio of αi
for each resource i, where αi are possibly different. Thus,
for each resource i at slot t, the SP expect to receive a ratio
αi,t that belongs to the set [α, 1]. We draw the {αi,t}t from
the uniform distribution on [α, 1]. We assume that the NO
consistently deliver all requested spot resources, thus we keep
β = 1. We observe in Fig. 4 the regret performance of the
OOLRgrad solution for three different SLAs, which are α ∈
{0.5, 0.8, 0.95}. We observe that the performance stays similar
regardless of the SLA the SP has complied for, which implies
our OOLRgrad solution is consistently applicable.

V. CONCLUSION

In this paper, we introduced the Optimistic Online Learning
for Reservation (OOLR) algorithm that allows the SP to make
reservations under uncertainty while incorporating predictions
about the future gradient. We then proposed to combine this
decision model with a prediction model, thus creating the
OOLRgrad solution with better performance than the classical
FTRL solution.
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