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The ParisBible holds significant importance asaprimary source
for examining the religious attitudes and customs of Medieval Eu-
rope. These richly illustrated manuscripts were produced in thou-
sands and spread throughout the continent. Eventually, they be-
came the template for the Bible as we know it today. More than
ten thousand original copies are currently preserved in libraries,
museums, and in private collections around the world, of which
a share have been digitized (Boillet et a., 2019). This digitiza-
tion has created opportunities for interdisciplinary, computatio-
nally based research, and large scale, macro level analysis, for in-
stance by use of machine learning techniques.

The effectiveness of advanced supervised machine learning
techniques hinges on the availability of sizable amounts of data
with accurate labeling. They rely heavily on principles that may
seem at odds with humanistic methods. Particularly, they depend
on disambiguation on every level, from the encoding to the struc-
turing of information (Burdick et al., 2012). However, this is
a challenging prerequisite when dealing with humanities data,
whichisoften characterized by ahigh level of ambiguity. Theana-
lysisof visua art through computational methodsis susceptibleto
several sources of biasdueto the unique and heterogeneous nature
of the artworks (Zhang et al., 2022). Thus, when digitized collec-
tions are accompanied by meta-data prepared by domain experts
from different institutions, it inevitably leads to ambiguity and in-
consistency across collections, making them difficult to merge for
the application of computational methods (Meinecke et al., 2022).

This issue is at the core of ongoing research by Meinecke et
al. who aim to bridge the gap between digitized cultura heri-
tage collections from different sources and supervised machine
learning practices, suggesting avisualization-based solution to aid
domain experts in streamlining conflicting meta-data, using the
Initiale and the Mandragore digitized Paris Bible collections.

Given the evident interest in interdisciplinary collaboration bet-
ween the study of cultural heritage collections and large-scale
computational analysis, our objective was to evaluate the feasi-
bility of utilizing supervised learning methods for image classi-
fication of the Initiale digital Paris Bible collection. To accom-
plish this, we collaborated with domain professionals from The

Paris Bible Project ! who were specifically interested in classi-
fying images according to biblical figures appearing in illustrati-
onsand their hand gestures. We utilized pre-trained convolutional
neural networks and data balancing techniques to undertake three

separate classification tasks for the Initiale digitized Paris Bible
collection:

« multi-class classification of the six prominent biblical figures
Saint Paul, King David, Saint Jean, King Salomon, Saint Je-
rome, and Moses.

» multi-class classification of saints, prophets and kings.

» multi-label classification of five hand gestures: open hand, in-
dex pointed, covered hand, hand on chest, and folded hands.

The images in Initiale collection vary in terms of quality and
layout, with some being full-page scans or double-page scans and
others being close-ups of illustrations within a page. This charac-
teristic poses a challenge when creating random subsets for trai-
ning, validation, and testing. As for the meta-data, the Bible, just
as any other book, follows a character hierarchy, with more pro-
minent biblical figures appearing in illustrations more frequently,
which results in skewness in the true distribution data. Further-
more, the issue of varying and infrequent classes arises due to the
images being partially annotated.

As a pre-processing step, we found it necessary to remove any
classes with a frequency under 100 instances. We applied strati-
fied sampling methodsto obtain training, validation, and test splits
where the distribution of classes reflected that of the original data
frame. Finally, to address the problem of class imbalance during
training, wetested the Synthetic Minority Over Sampling Techni-
que (Chawla, 2002) and training with weighted classes. We found
that our models were most successful in performing multi-class
classification of saints, prophets, and kingswith an accuracy score
of 66%. For classification of six prominent biblical figures, our
best performing model successfully classified 53% test instances.
Finaly, in the multi-label scenario of classifying hand gestures,
our most successful model achieved a hamming score of 60%.
While the differences between models trained with or without ac-
counting for class imbalance were mostly marginal, global mea-
sures were best when models were trained without balancing me-
asures. However, class-wise performance improved for minority
classes when training with weighted classes.

Previously mentioned characteristics and limitations of our data
together with our results clearly pointed towards a mismatch bet-
ween the supervised learning paradigm and the highly complex
nature of Paris Bible data. We suggest looking towards active
learning instead. While supervised learning models require large
amounts of annotated data, active learning models only require a
small amount of training data. The key assumption behind active
learning is that a machine learning algorithm can perform better
with lesstraining dataif it isallowedto choosethe datafromwhich
it learns (Wu et ., 2020). However, with the Initiale meta-data
containing over 1700 unique annotations with number of annota-
tions per image ranging from 1 to over 60, it will require experts
to direct their attention towards a smaller subset of labels.

Active learning gives room for focused, systematic annotation
of smaller subsets of data at a time which makes annotation more
manageable and less error prone. While human effort still playsa
significant rolein active learning, the process allows for learning,
sampling, and annotation to occur at the same time, which can
ultimately result in better performance with the same amount of
human labeling efforts (Wang and Hua, 2011), potentially leading
to a better return on investment for domain experts.

We believe that our process along with the challenges we en-
counter, demonstrate the highly non-trivia nature of the intersec-
tion between humanities data and computational methods. Ad-
ditionally, it serves as a practical demonstration of the applied
machine learning process and its requirements for domain experts



within humanities, who wish to motivate the application of digital
humanities methods within their area of expertise.

Notes

1. The Paris Bible Project was founded during the 2019 pande-
mic, as a consequence of worldwide lockdowns of public spaces
including museums, libraries, and educational institutions. The
group, who have academic backgrounds within Digital Huma-
nities, Medieval Studies, and Art History, study the production
and diffusion of medieval Latin Biblesin Europe.
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