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The Monasterium.net 1 comprises more than 600,000 charters
from the Middle Ages and Early Modern Era, originating from
diverse European regions and languages. These records provide
comprehensive insights into various facets of life during historical
periods that pertain to particular occurrences of legal proceedings.
The approach we are taking to facilitate the filtration of descrip-
tive texts and transcriptions in Monasterium.net involves the allo-
cation of semantic categories to the legal acts documented therein,
including but not limited to confiscation, donation, and property
sale. The aim of the model is to exhibit efficient and effective ge-
neralization to novel, unobserved instances within identical cate-
gories. The unsupervised learning algorithm is utilized for the task
of classifying data without any labeled training samples and an in-
determinate number of categories. The main objective of the mo-

del is to dynamically allocate instances to an indeterminate set of
potential categories. This model must leverage the intrinsic infor-
mation of the labels.

Text classification is a widely used technique with numerous
applications, such as document categorization, sentiment analy-
sis, and others (Joachims 1998; Sebastiani 2002; Yang / Pedersen
1997) . Numerous methodologies are available for addressing this
fundamental issue; however, a significant proportion of them ne-
cessitate substantial quantities of annotated data to be effective
(Kowsari et al. 2019). Gathering annotations for a particular use
case is frequently one of the most costly components of any ma-
chine learning undertaking. The need for methods that optimize
limited data sets is becoming more prevalent.

Over the past decade, the field of Computer Vision has adopted
a popular technique for zero-shot learning: utilizing featurizers to
integrate images and all possible class labels into their associated
latent representations (Lampert / Nickisch / Harmeling 2009; So-
cher et al. 2013). This approach allows for the development of a
linear projection that aligns image and label embeddings using a
training set based on a sample of given labels. Consequently, any
label (seen or unseen) and any image can be embedded within the
same latent space, enabling the measurement of the distance bet-
ween them. Although this method has proven effective in Compu-
ter Vision, it is not directly applicable to Natural Language Pro-
cessing.

Natural Language Processing (NLP) relies on advanced embed-
ding techniques that encode both data and class names within a
single space using a unified model, thereby eliminating the need
for data-intensive alignment phases. Pooled word vectors, for ex-
ample, have been extensively utilized for years (Veeranna et al.
2016) . Recent advancements in sentence embedding models, such
as various Sentence BERT models, have facilitated the generation
of sequence and label embeddings by fine-tuning pooled multi-
lingual sequence representations for greater conceptual comple-
xity (Reimers / Gurevych 2019; Lavi / Medentsiy / Graus 2021).
However, these models were not developed to understand sin-
gle-word representations like label names, and our label embed-
dings would not be discernible in other word-level embedding
techniques such as GloVE or Word2vec (Mikolov et al. 2013; Pen-
nington / Socher / Manning 2014). This highlights the distinctive
challenges and techniques required in NLP compared to Compu-
ter Vision when dealing with embeddings and the alignment of
data and class labels.

Labeled examples are necessary to identify an intersection bet-
ween the sequence model and word2vec label representations. A
small subset of Monasterium offers a comprehensive representa-
tion of legal acts through historical abstracts. Our methodology
employs these abstracts to construct a word2vec model, using the
most frequent words (excluding stop-words) from the word2vec
dictionary of the abstracts as labels. Subsequently, the algorithm
generates an intermediate least-squares projection matrix for gi-
ven label embeddings, based on their corresponding data embed-
dings. Through the application of a variation of L2 regularization,
the weights are shifted toward the identity matrix, rather than re-
ducing their norm. The projection matrix ultimately provides di-
mensionality reduction by implementing an additional transfor-
mation to the pre-trained Sentence BERT embeddings of both
sequences and labels, yielding appropriate text classification. To
further augment classification performance, especially in cases of
limited labeled data, we integrate the concept of prototypical few-
shot classification. This approach empowers our model to effec-
tively generalize to new classes, even when presented with a li-
mited number of labeled examples. By amalgamating projection
matrix-based dimensionality reduction and pre-trained Sentence
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BERT embeddings with prototypical few-shot classification, we 
can establish a more robust and effective text classification model 
capable of handling limited labeled data and performing optimally 
across various legal acts represented in the Monasterium dataset.

Notes

1. https://www.monasterium.net
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