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Abstract

Defining a level of redundancy is a strategic goestvhen planning a new data centre, as it wileckiy
impact the entire design of the building as wellttlses construction and operational costs. It widloahffect
how to integrate future extension plans into thsigle Redundancy is also a key strategic issue when
upgrading or retrofitting an existing facility.

Redundancy is a central strategic question to arsjnbss that relies on data centres for its omeratn
the traditional data centre reliant industries sashnternet Service Providers (ISP’s), banks, rarstes, or
credit card services redundancy is of paramounbitapce, as a loss of availability has an immediete
sometimes drastic impact on revenue or legal dligedice for example. For this reason, the indubtig
formed a number of clear standards and guidelimatsatddress the topic of redundancy and reliability

Both these topics are of course just as impor@aniiPC centres too, but not always in the samegirggn
that some of the trade-off mechanisms may diffistantially and thus make it difficult for an HP€ntre to
rely fully on the existing standards used by tlaelitional data centre industry.

This white paper aims to discuss the key factorddotaken into account when selecting a level of
redundancy and reliability for an HPC centre, pdowj managers with a set of topics that need to be
considered when designing a new HPC centre or dpgran existing one. These factors all have araohp
on the design and cost of construction as wellnafsiture operational costs for your centre.
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1. Redundancy and reliability in the traditional data centreworld.

Within the data centre industry, the most pervasitandard that allows us to measure redundancy and
reliability is the Tier Classificatiohas defined by the Uptime Instittitd his classification looks at how a data
centre must be set up in order to achieve a defis of availability throughout a year, whichdgectly
related to the level of redundancy and reliabil®yven that the classification was developed widtditional
data centres in mind, i.e. datacentres for bar8®’sl and other high-availability based industribs, top tier
classification (Tier 1V) offers the highest levdlavailability. Interestingly, these same datacestusually run
a variety of equipment at very low density — i.ader 5KW per rack. Let us look at the two tableakl&
land Table 2) that the Uptime Institute provideddecribe the different Tier levels.

Active Capacity Components to P\ N+1 N+1 N after any failure
support IT load

Distribution paths 1 1 1 active and 1 2 simultaneously
alternate active
Concurrently maintainable No No Yes Yes
Fault tolerance (single event) No No No Yes
Compartmentalization No No No Yes
Continuous Cooling Load density Load density Load density Yes (Class A)
dependent dependent dependent

Table 1: Tier Requirements Summary

The Uptime Institute goes on to provide the follogvitable (Table 2) of common attributes in datatresn
that are unrelated to Tier requirements.

3 White Paper, Tier Classifications Define Site Infrasture Performance by W. Pitt Turner IV, PE, JbhrSeader, PE, Vince
Renaud, PE, and Kenneth G. Brill
(http://www.greenserverroom.org/Tier%20Classificati#20Define%20Site%20Infrastructure. pdf)

4 www.uptimeinstitute.com
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e JTien [ Tiernl

Building type Tenant Tenant Stand-alone Stand-alone
Staffing shifts None 1 shift 1 + Shifts “24 by Forever”
100% N 100% N 90% N 90% N
(typical)
Ultimate Build-out per Cabined il 1-2kW >3kW >4kW
(typical)
20% 30% 80-90% 100%+
30cm 45¢m 75-90cm 75-105cm
415 488 732 732+
208, 480 208, 480 12 - 15KV 12 - 15 kV
Single Points-of-Failure Many + Human Many + Human Some + Human Fire, EPO, Some
_ Error Error Error Human Error
2 annual events & 3 events in 2 yrs a None required None required
shut downs 12 hrs each 12 hrs each
6 failures over 5 1 failure every 1 failure every 2.5 1 failure every 5
years year years years
Annual Site-caused, =eRIEES  28.8 hrs 22 hrs 1.6 hrs 0.8 hrs
downtime (based on field data)
Resulting End-User Availability based JRSICKFEL) 99.75% 99.98% 99.99%
3 3-6 15-20 15-30
1965 1970 1985 1995

Table 2: Common Attributes Found in Data Centres$ déne Unrelated to Tier Requirements

A traditional high-availability data centre is liggo include all or most of the following infrastiture items
(Figure 1):

* Redundant HVAC Controlle » Electronic Motion Sensol
Environment e Security Breach Alarms

» UPS Backup Generators » On-premises Security Officers

» Gas-based Fire Suppression System e Server Operations Monitoring

» Biometric Access and Exit Sensors » Seismically braced Server Racks

e Continuous Video Surveillan
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Figure 1 Shows an example of services considered critired general-purpose datacentre. Adapted fronhe' T
Exodus 1999 Annual Report”, http://archive.icang/en/tlds/il/REGOP/Exodus%20proposal.htm

The Uptime Institute is just one of several orgamens that provide advice and standards for the
construction of data centres but it is possiblytwst widely recognised. Others include: 7x24exgearrg,
datacentredynamics.com, datacenterknowledge.comelisas many of the infrastructure service provider
and hardware vendors.

The Tier Classification provides an excellent glirdefor someone building or extending a traditiotata
centre. It gives clear indications of what infrasture is required in order to achieve a given llexfe
availability. It is certainly useful to understatigk Tier Classification if you are building or emting an HPC
data centre so as to be able to take informed idasisis to where it may be important for you tolapipe
classification and where you may deviate from it.

2. Wherean HPC centre may differ

The main mission of the data centres operated b&U®Rpartners is to provide compute services to
simulation-based sciences within the public redeanstitutions of their country in order to compete
internationally. By virtue of this, the successsath centres can only be measured in the amourgladble
science that can be produced thanks to its servicesder to achieve best results centres aréylikehave to
take a number of decisions that may strongly diff@m the decisions of a standard data centre tpera

In order to provide users with the tools to competeldwide, HPC centres often invest in cutting edg
technology. This can mean that the computer systghtake longer to reach steady production oncleai
been installed but it will remain competitive forl@nger time. This decision in itself initially maduces
reduced reliability.

The leading HPC systems are also very large inraadéacilitate the leading edge science and vargd
simulations. With size and number of parts incregshe risk of HW failures increases proportionalhce
again inherently reducing reliability.
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Contrary to traditional data centres where racksdgmwill vary between less than 1kW to around 6kW,
HPC centres are dealing with much higher densities.not unusual to see machines currently omtleket
consuming over 30kW per rack and these numbersxgected to rise with the next generation of system
This increases the importance of an efficient stiicture and makes cooling much more complex.

Most of the large HPC centres across the worldganeernment funded. For this reason, the costs for
infrastructure and operation will always have tonpete with the investment costs in new HPC hardwase
this is where the results come from. For this reaso HPC centre must minimize its infrastructure an
operational costs in order to be able to maxintséiestments in its core business. Electricity e one of
the largest cost contributors to the HPC data eanbudget. In order to control this expense itriical to
maximise the energy efficiency of the data cerfeducing the redundancy and reliability requirernent
power and cooling can help improve energy efficyeoicthe overall operation thus reducing operati@osts
as well as infrastructure investments. Therefomwiding adequate availability with an acceptablenbar of
failures and interrupts and maximum compute povgethe key. For more information on cooling and
electrical supply in an HPC centre please refén¢arelated white papers on these subjects.

A vast majority of the PRACE HPC centres focusesletally on providing compute time to researchers
from the public domain — universities and reseamhtres. For this reason, their security requiréseray
well not demand the same level of investment, agldva banking data centre. This allows a numberost-
reductions to be made in areas such as physicassicontrol, video surveillance and more.

Some services within an HPC centre do however reghigh-availability as we know it from the
traditional data centre industry. These systems$ wglally comprise data storage (local and glollal f
systems) but also safeguard against data corrypghemetwork backbone as well as computer manageme
networks and the internet connection towards thiside world, corporate services (e-mail, work stati
backup, etc.) building automation systems and ralastructure components that support these dritica
systems. These systems are fortunately of muchrloleasity than the large HPC computers. Supporting
these systems by UPS is therefore affordable buotaitical to ensure service to the centres umetsnternal
staff. Failures in this area will be problematicdazould be damaging. Investing in higher redundaaoy
reliability for these areas of the service is inpot.

Some HPC centres will also provide servicetgparty clients or host their machines for which 8ie\’s
may require higher levels of availability than fitre HPC systems. In this case it is important that
customer understand the costs — both in termsveStment but also operational costs — that arergesteby
their redundancy and reliability requirements. @ivkat such 3 parties usually have to cover the costs for
the operation of their system, they may well revieir requirements once they understand the cost
implications. It is critical that an HPC data centmderstand its costs for different levels ofafglity and
redundancy so this can be part of the contracisalidsion with 'S party customers.

Given that the systems within an HPC centre thatiire high-availability make up a much smaller load
than the HPC systems, providing different levelswadilability, redundancy and reliability is impant. This
may be achieved by forming physically distinct r@ar geographically distinct sectors within onemodn
any case, an HPC centre will need to adjust itsllef availability to different levels of requiremts within
its operation if it wants to optimise its infrastture and operational costs.

3. Redundancy and Reliability requirements of the PRACE consortium sites

According to the survey responses received from ERfMembers, the following have priority in terms of
reliability.

* Preserving data integrity. As the computationsescg, they generally require or produce larger data
sets, and preserving data consistency and intagrigportant for HPC centre users.

* Users should be affected as little as possiblengygy, network, hardware and software failures that
may occur within HPC centres. HPC centres genepallyide computation services to a large number
of researchers, and minimizing the impact of suatages to researchers is important as they can
otherwise rapidly cause a large loss in terms oflpctive working hours for their users.

* Generally HPC centres provide their users with éfviges comprising compute time and storage
services. It is important for centres to provide $lervices promised to the users.

* As the HPC centres get larger in computation poamd storage space, the probability of errors
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increases proportionally to the number of partslyEdetection and errors prevention is therefore
becoming ever more important in order to keep tfRCHentre operational. This requires an HPC
centre to deploy good monitoring tools both oneyst and building infrastructure.

In decreasing order of common answers the sunaylteeshow that the following common services are
deemed by all respondents to require redundancydeer to provide these services reliably:

Data storage services

Network connections

Core IT services (such as email, web, file/datalsaseers)

Backup services

Building management and security services (sudeasrity cameras, building access systems)
Computing services/servers

It is important to note that even though the comapaonh is assumed to be critical in an HPC centre,
preserving data and accessing the data througheitweork has higher importance in terms of reli@illn
fact computing services are deemed the least impbirt terms of reliability in HPC centres.

When analysing the survey responses, a patterrgesiénat differentiates older and newer data ceiaise
well as smaller and larger data centres.

Data centres that were built more than 15 yearstagd to have a very high level of redundancy and
reliability across the centre, newer centres haweked to distinguish the diverse availability reguments
within their centre and supply different levelsrefiability and redundancy. This is driven by a roen of
factors. The cost for energy along with the densitfiPC computers has risen steeply in the lasyekss.
Energy has suddenly become one of the biggestitemss in an HPC centre operational budget. This has
made it important to control and where possiblaicecthis cost item to avoid it cannibalising theldpet for
HPC investments. At the same time there has besniftain attitude regarding the environmental inpaic
power hungry industries it is to be expected timargy costs will continue to rise in the near aretlimm-
term future.

The same energy costs are probably also the minglfactor behind the fact that the larger HP@toes
within the PRACE consortium have started to inti@lthe use of power directly off the grid (also wnas
“dirty power”) for the HPC systems. The cost andic® requirements to provide UPS support have
outweighed the cost of potential downtimes to tletiee. For smaller centres on the other hand itstidirbe
more cost-effective to provide a single level chitability throughout the centre given that thd pdwer load
is often an order of magnitude smaller that thaheflarge centres. The trade-off balance hasetaipped in
favour of lowering the level of redundancy andadility.

4. Key recommendations

In order to determine the required level or reduegtaand reliability when planning a new data ceotre
extending an existing one it is of utmost impor&me first analyse which services require whichrdegpf
availability. Although it may be desirable for reas of operational ease to provide high-availabiia all
services, the cost of this level of availability shibbe compared to the potential cost of failureshese
services.

Providing a higher level of redundancy and religbithan a particular service requires will incredabe
inefficiency of your infrastructure and your opévatl costs will rise accordingly. HPC is a powemngry
industry and seemingly small inefficiencies therefoan have very large cost impacts.

The level of redundancy and reliability required your services is directly inherent to the natofr¢hese
services and the requirements of the customersgiese. In this sense each HPC centre will havegltly
unique setup in terms of redundancy and reliahilityhas done the analysis and optimised itsastiructure.

Make sure that you adapt all infrastructure paugpsrting a service to the same level of availghili
There is no point having redundant water suppihé electrical supply is not redundant. It is intpat to
remember that the availability of a server will dag on the lowest level of availability within tleatire
infrastructure supply chain leading up to it. Defiwhat the lowest acceptable threshold is and ajhydy
throughout the infrastructure supply chain.



L. Gilly, E. Yilmaz - Redundancy and reliability for an HPC Data Centre

If you are planning to reduce the level of redurayaand reliability for some of your services makees
you manage the expectations of your customers @pybst them in adapting their workflow to this charin
environment. If this is done well, the users will iperceive the reduction of availability levelsaaproblem
as long as the number of failures remains acceptabl

Never loose sight of the main mission of the ceatré consider the impact of all your planning decis
relative to this mission.

5. Conclusion

Contrary to the traditional data centre world, vehgour business is likely to define the Tier leyelr
infrastructure should provide and your livelihoocgpdnds on the level of availability being met atiates,
HPC data centres require a more differentiatedcagmpr in order to maximise scientific output and imise
infrastructure investment and operational costss Will require a detailed analysis of the serviges run
and the customers you serve. Different servicesistomer groups may require different levels ofirethncy
and reliability and a trade-off needs to be madevéen the cost of providing higher availability ag the
cost of potential failures.

Given that no two HPC centres serve the exact gmriélio of customers, the mix of availability lel¢
within each HPC centre will be unique. It is therefusually not possible to simply define a Tiereleand
build to this although it is important to understahe Tier Classification in order to be able tckemanformed
trade-off decisions during the planning phase.

Although there is a strong attraction to simplifgqming by implementing just one Tier level acrtss
centre, this is usually not the most cost effecinaey forward and will ultimately adversely impaabuy
ability to invest in HPC computer HW. It is impantato always bear in mind that the mission of arCHP

centre is enable and support the maximum amounes#arch on their infrastructure and not to run an

infrastructure that boasts a very high level ofilawdity.
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