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Abstract: The amounts of data predicted to increase at an 
exponential rate in the future. The modifications are essential to 
meet transaction speeds as well as the anticipated growth in data 
and customer behaviors. The information derived from prior data 
is extensively relied upon by the majority of companies. One of 
the primary goals of the suggested system is to identify a reliable 
sales trend prediction mechanism that is executed using machine 
learning techniques in order to maximize income. Sales 
forecasting advises managers about how to manage a company's 
employees, working capital and assets. It's a requirement for 
strategic planning and decision-making in the corporate world. 
Reasonable forecasts enable the company to increase market 
growth while increasing revenue generating. Operations, 
marketing, sales, production, and finance all use sales 
predictions as inputs in their decision-making processes. The 
concept of sales data and sales forecast has been examined in the 
suggested system. Machine learning algorithms such as GLL 
(Generalized Linear Model), GBT (Gradient Boosted Trees), and 
Decision Trees were used to develop the model, and the optimum 
model for prediction was established based on the results analysis. 
A best-fit prediction model for anticipating sales trends is offered 
based on a performance review. The effectiveness and accuracy 
of the prediction and forecasting approaches used are discussed 
in the findings. The Gradient Boost Algorithm has been 
demonstrated to be the best fit model for forecasting and 
predicting future sales. The sales projection is done using 
Gradient Boosted Trees, which predicts which product will be 
sold in what quantity in the future.. 

Keywords: Data Mining Techniques, Machine Learning 
Algorithms, Prediction, Reliability, Sales Forecasting.  

I. INTRODUCTION 

Forecasting sales is the process of predicting future sales 

based on past performance. Sales forecasting is critical for 
businesses that are entering new markets, providing new 
services or products, or expanding rapidly.  
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Forecasting is used by businesses to create a balance 
between marketing resources, sales planning, and supply 
capacity planning. Forecasting can be used to anticipate 
sales revenue at the product level, at the level of a single 
firm, or at the level of an entire corporation. The published 
paper focused on projecting sales at the product level[1]. 
Many sellers want the ability to adjust their promotion 
techniques in order to achieve the best balance of sales 
volume and profit, and sales volume prediction has become 
a popular request in recent years. When sales volume is 
overestimated, actual sales are lower than predicted, whilst 
underestimated sales volume might lead to more 
promotional costs and, as a result, poorer profit. As a result, 
accurate sales volume forecasting is critical for sellers when 
deciding on promotion techniques. The sales volume 
prediction challenge in this case can be defined as a 
technique for estimating future sales using the seller's 
historical data and future advertising efforts. Historical data 
includes sales volume, dynamic influencing factors such as 
historical promotion plans and weather information, as well 
as the seller's static properties[3]. Sales predictions are 
important inputs to many different organizational decision-
making processes, including operations, marketing, sales, 
manufacturing, and finance. For organisations seeking 
investment funding to properly service their internal 
resources, predictive sales data is vital[2]. The research 
continues with a new viewpoint on how to select the best 
strategy for accurately forecasting sales. Despite the fact that 
the initial data set for this study included a large number of 
entries, the final data set utilised for analysis was 
significantly less than the original after non-usable data, 
redundant entries, and irrelevant sales data were deleted.To 
achieve optimum accuracy, this article used a range of 
forecasting approaches such as GLL (Generalized Linear 
Model), GBT (Gradient Boosted Trees), and Decision Trees. 
In Section I, we go over data mining techniques and 
prediction methodologies. Section II is a survey of diverse 
literature on sales projections. The topic of sales data and 
sales forecast was examined in Section III. The model was 
created using machine learning algorithms such as GLL 
(Generalized Linear Model), GBT (Gradient Boosted Trees), 
and Decision Trees, and the best model for prediction was 
determined based on the results analysis. Based on a 
performance evaluation, a best-fit predictive model for 
projecting sales trends is proposed. 
The objectives of our work are as follows: 

• To convert data into a format appropriate for 
Machine Learning algorithms, a number of 
preprocessing approaches areused. 
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• Determining which important features will have the 
greatest influence on product sales. 

• Choose the best effective Machine Learning 
algorithm for sales forecasting.Choosing measures 
to assess the present Machine Learning algorithm's 
performance with others 

II.  RELATED WORK. 

To date, a lot of work has been proposed in the domain of 
sale forecasting utilising machine learning. This section 
provides a brief overview of related sales forecasting 
research. The  author built six clustering-based forecasting 
models for computer product sales forecasting using K-
means, SOM, and GHSOM as three clustering 
methodologies, as well as an SVR and an ELM as two 
machine-learning techniques. Three computer merchants' 
real sales numbers for PC, NB, and LCD items were used as 
empirical data. When it came to predicting the sales of three 
different computer devices, the GHSOM-ELM model beat 
five other clustering-based forecasting models, one SVR, 
and one ELM.[4]. An approximate technique for exact 
greedy algorithms, data storage in in-memory units for 
parallel learning, cache-aware prefetching, and out-of-core 
processing are all included in XGBoost. Users can manage a 
larger dataset and execute it more faster with XGBoost[5]. 
The author utilised a two-layer model that included Linear 
Regression and Support Vector Machine to anticipate sales 
data from large shopping centres.[6]. The authors 
experimented with exploiting the point of sale (POS) as 
internal and even external data to improve the efficacy of 
demand forecasting by looking at a variety of scenarios. 
They looked into approaches including Bayesian Linear 
Regression, and Decision Forest Regression, Boosted 
Decision Tree Regression,[10]. The authors of the study 
used Random Forests, k-nearest neighbour, and XGBoost to 
investigate how clients arrive at eateries. They used two 
real-world data sets from separate booking platforms, as 
well as diverse restaurant features as input variables. 
According to the results, XGBoost is the best model for the 
dataset [9]. The weather has an impact on regular restaurant 
sales, according to the author. The accuracy of two Machine 
Learning techniques, XGBoost and neural network, was 
investigated. and found that the XGBoost technique 
outperformed the neural network technique. They also 
observed that factoring in meteorological variables 
improved the effectiveness of their model by 2-4 percentage 
points. They took into account a variety of criteria to 
increase accuracy, including date characteristics, sales 
history, and weather conditions[8]. The AdaBoost is a 
boosting method that is mostly used to improve model 
performance. It uses the output of the other weak learners to 
aggregate the results of those algorithms into a weighted 
sum before arriving at the final result. Whether using 
manual or real data, AdaBoost has the potential to 
significantly increase learning accuracy.[10].  Machine 
learning technique for predicting how much a buyer would 
spend on the next "Black Friday" deal. The decision has 
been made to use exploratory data analysis to find relevant 
patterns in the dataset. According to this study, when a user 
tries to forecast which product a client is more likely to buy 

based on their gender, age, and occupation, the user's gender, 
age, and occupation all play a role. Experiments 
demonstrate that our solution outperforms techniques like 
decision trees and ridge regression in terms of prediction 
accuracy[7]. Reliable prediction findings for just one 
commodity, according to the author, are irrelevant to 
vendors. For all commodities, it is vital to have a broad 
forecast. This research presents a unique trigger mechanism 
that might be used to improve prediction results for a wide 
range of commodities, associate selected commodities with 
a prediction model. Related categorization factors have been 
discovered. As basic categorization models, some classical 
prediction models are provided. The trigger model's findings 
are compared to single-model outcomes. In terms of 
accuracy, the trigger model appears to outperform a single 
model. Vendors can utilise the suggested method to properly 
estimate the sales of a range of commodities, which has 
commercial implications[2].  

III. ARCHITECTURE AND MODELING 

Using the retail store's sales data, the proposed study 
suggested the following several processes for projecting the 
sales of various categories. Figure 1 depicts the suggested 
system's architecture diagram. The many steps in the 
process are outlined below. 

 
Figure 1 Architecture of sales predication framework 

A. Hypothesis Generation 

This is the most important step in the data analysis process. 
By examining the problem description, numerous 
hypotheses are created in this step. The assumptions are 
constructed in a way that favours the desired conclusion. 
Take a look at the following problem statement: "The 
dataset acquired includes sales data from 10 stores in 
various cities for 1559 goods in 2013."  
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The goal is to create a prediction model that will determine 
how much each product will sell in a specific store." As a 
result, the primary goal of this stage is to learn about a 
product's properties and the shops that might have an effect 
on sales. Forecasting is done on the basis of goods and 
retailers, therefore it's a bit more complicated. The 
hypotheses can be divided into "Product Level Hypotheses" 
and "Store Level Hypotheses. "Brand, packaging, display 
area, usability, promotional offers, and store visibility are all 
important factors to consider, advertising, and other product-
level assumptions all have the potential to affect sales, 
While city size, size of population, shop capacity, 
competitors, locality, consumer habits, advertisement, 
atmosphere, and other store-level assumptions can all 
influence sales. Branded products, for example, sell better 
than other products Customers have a higher level of trust in 
the brand as a result of this, which leads to increased sales. 
Similarly, we should expect larger sales from places that are 
well-maintained and managed by humble and nice 
employees because store walk-ins will be higher. As a result, 
we've come up with 15 hypotheses that help us comprehend 
the situation better. 

B. Data Exploration 

Our aim to increase accuracy by updating and implementing 
various models when we think about a business challenge. 
However, we will stress that there will come a time when 
we will be unable to improve the model's accuracy. Data 
exploration is used to solve these types of difficulties. The 
initial stage in data exploration is to investigate the data set 
and learn as much as possible about the accessible and 
speculated information. There are 6 hypothesised and 
present features in the dataset, 3 theorised but not present 
features in the dataset, and 9 postulated but not found 
features in the dataset, according to our analysis. The 
diagram in Figure 2 is the best representation of this. 
Some values are missing from the columns "Outlet Size" 
and "Item Weight" in the dataset under consideration. In the 
data preprocessing stage, missing data values will be 
imputed. The variables in our dataset are divided into two 
categories: category variables and numerical variables. The 
numerical variables are described in Table 2 in general 

Table 2.Numerical Variable Description 

 
 Two basic conclusions may be drawn from the table. 
1. The minimum value for Item Visibility is 0. The value 0 
creates difficulties because it shows that the product is not 
visible but is being sold. As a result, visibility should be 
larger than 0 in this case. 
2. The options for setting up an outlet The years 1985 to 
2009 are covered. These values are translated to reflect the 
age of a store during the pre-processing step.  There are 
1559 unique goods and 10 unique outlets based on the 
categorical characteristics in the dataset. We came to the 
following conclusions after analysing the dataset and 
looking at the frequency of various categories. 
1. Certain "Low Fat" values are labelled "LF" and "low fat" 

in the Item Fat Content category, whereas a few "Regular" 
values are labelled "regular." 
2. There are 16 subcategories in the Item Type category. 
Food to drinks, meat to canned food, home products to 
medications, and so on are examples of these commodities., 
implying that each store carries a diverse selection of goods. 

 
Figure 2: Exploratory Analysis 

C. Data Pre-processing 

This phase, in most situations, imputes missing values and 
manages any dataset outliers. In the dataset, the Item Weight 
and Outlet Size columns are both blank. Item weight is a 
numeric variable, whereas outlet size is a categorial variable. 
The average weight of that particular item in the sample is 
used to impute Item Weight, which is subsequently 
substituted for the missing values. We can't calculate the 
average because Outlet Size is a categorical variable, 
therefore we utilise the mode technique to fill in the gaps. 
As a result, by identifying the size mode based on the outlet 
type, the missing values in the outlet size are determined. 

D. Feature Engineering 

We discovered a few quirks in the data during the data 
exploration stage. This stage takes care of those intricacies 
as well as establishing new variables from current variables 
so that our data is ready to be analyzed. We discovered that 
Item Visibility had a minimum value of 0 during the data 
exploration phase, which we were unaware of. We fixed the 
problem by considering it as a missing number and imputing 
the average visibility of the product.We looked at visibility 
as one of the store level hypotheses during hypothesis 
formation, with the idea that the higher the product's 
visibility in the store, the higher the sales. When a product's 
exposure at one store is compared to the product's average 
visibility across all stores, It's possible to figure out how 
essential the product was in that particular store in 
comparison to others. As a result, Item Visibility MeanRatio 
is generated as a new variable to record these values. We 
learned that Item Type has 16 separate categories during the 
data exploration phase; if these categories are grouped 
together by a similar attribute, they may be useful in the 
analysis. The Item Identifier variable, which contains the 
Unique ID of each object, exemplifies this feature.  
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The letters FD, DR, or NC in this variable stand for Food, 
Drinks, and Non-Consumables, respectively.  As a result, 
we add a new column to the table named Item Type. The 
two columns Item Type and Item Identifier were used to 
categorise each product as Food, Drinks, or Non-
Consumables. The year the business first opened is stored in 
the field Outlet Establishment Year. We make a new 
variable out of this that shows how long the store has been 
open. As a result, the ages ranged from 4 to 28. As we 
observed, there was some difference in the way categories 
were represented in the Item Fat Content variable. Replace 
LF with Low Fat and reg with Regular to fix this. Non-
Consumables, on the other hand, have a fat level that is 
either Low Fat or Regular when the categories are switched. 
In Item Fat Content, Non-Consumables have been classed as 
Non-Edibles. 

E. Segregation of Training and Testing Data 

One of the most crucial processes in machine learning is 
feeding data into the algorithm and training it to recognize 
patterns. Once the algorithm has learned the pattern, it must 
be fed another dataset to determine the algorithm's level of 
knowledge. It is typical practise to divide available data into 
two subsets at a 4:1 ratio for training and testing reasons. 
However, we may need to re-adjust this ratio in order to 
achieve better results. Furthermore, the ratio may differ 
amongst regression algorithms. 

F. Model Building and Prediction 

Prediction is concerned with future events. Machine 
learning algorithms increase the system's intelligence 
without requiring operator interaction. "With sample data or 
previous experience, To improve the performance criterion, 
machine learning (ML) is used. All fields can benefit from 
machine learning techniques. To tackle many classification 
and clustering difficulties, machine learning employs 
statistics. Machine learning algorithms are divided into three 
categories. Oversight is divided into three categories: 
monitored, unsupervised, and semi-supervised. The three 
machine learning prediction algorithms studied in this 
research were the Generalized Linear Model (GLM), 
Decision Tree (DT), and Gradient Boost Tree (GBT). In this 
study, we used the training dataset to develop three machine 
learning methods, and the models were then tested for 
performance. The optimal algorithm for prediction is chosen 
based on performance accuracy. 

1) Generalized Linear Model 

The generalised linear model (GLM) is a technique for 
predicting data sets. It extends the concept of a general 
linear model (such as a linear regression equation). The 
GLM generalises linear regression by allowing a link 
function to link the linear model to the response variable and 
the magnitude of each measurement's variance to be a 
function of its predicted value. 
I. mdl = stepwiseglm(tbl) 
Intelligent stepwiseglm(tbl) starts with a constant model and 
Stepwise regression is used to add or delete predictors in a 
generalised linear model of a table or dataset array tbl. The 
last variable of tbl is utilised as the response variable in 
stepwiseglm. To arrive at a final model, Stepwiseglm 
employs forward and backward stepwise regression. The 
function searches for terms to add to or remove from the 

model at each stage based on the value of the 'Criterion' 
input. 
II . mdl = stepwiseglm 
stepwiseglm(X,Y) generates a generalised linear model of 
the y responses to a data matrix X. 
III. mdl = stepwiseglm( ,modelspec) 
Using any of the input argument combinations in earlier 
syntaxes, stepwiseglm(,modelspec) defines the beginning 
model modelspec. 
IV. mdl = stepwiseglm( ,modelspec,Name,Value)  
Using one or more name-value pair parameters, 
stepwiseglm(,modelspec,Name,Value) specifies additional 
choices. For example, you can give stepwiseglm categorical 
variables, the smallest or largest collection of terms to utilise 
in the model, the maximum number of steps to execute, and 
the criterion stepwiseglm uses to add or delete terms. 

2) Decision Tree 

Decision Tree Analysis is a predictive modelling approach 
that can be used in a wide range of industries. In general, 
decision trees are created using an algorithm that finds 
different ways to partition a data set based on specified 
criteria. It is one of the most widely used and useful 
supervised learning algorithms. For regression applications, 
Decision Trees is a non-parametric supervised learning 
approach. The goal is to construct a model that predicts the 
value of a target variable by learning fundamental decision 
rules from data features. 
i. Read the sales data from the file system using the pandas 
module. Examine a couple of the dataset's records. 
ii. Choose the variable that will be the goal. Future sales are 
the target variable here. The remaining factors are predictor 
variables. 
iii. There are two parts to the dataset: training and testing. 
The test set is used to measure the model's performance, 
while the training data is used to train it. 
iv. Apply the model to the supervised data you've selected. 

3) Gradient Boosted Tree 

Boosting is a method for transforming weak learner into 
strong ones. Each new tree in boosting is constructed from a 
modified version of the original data set. The objective is to 
improve upon the previous tree's forecasts. As a result, Tree 
1 Plus Tree 2 is our new model. The prediction error of this 
updated 2-tree ensemble model is then calculated, and to 
forecast the updated residuals, a third tree is created. This 
technique is repeated a certain number of times. Following 
trees help us forecast observations that previous trees didn't 
predict correctly. The final ensemble model's predictions are 
the weighted sum of the predictions provided by the 
preceding tree models. 
Loss Function: 
loss function : Error between true and predicted sales values. 
i. Calculate the average of the target table. 
ii. Calculate the residuals. 
residual = actual value - predicted value 
iii. Construct the decision tree. 
iv. Predict the target label using all of the trees within the 
ensemble. 
Average price = Learning rate(0.1) * Residual predicted by 
decision tree 
v. Compute the new residuals. 
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IV.  DATASET DETAILS 

It's a BigMart sales dataset with 1559 products spread over 
10 locations in various cities. There are 8523 train and 5681 
test records in all. Both input and output variables are 
present in the train dataset. There are 12 attributes in the 
dataset that are Identifier for this item: This is a one-of-a-
kind product code. Item Weight: The item's weight. Item Fat 
Content: Whether or not the item has a low fat content. Item 
Visibility: In a store, the percentage of total display area 
allotted to a specific product. Item Type: This refers to the 
categorisation of the product. MRP (Maximum Retail Price): 
A product's maximum selling price (list price) The outlet is 
the product's unique shop ID. identifier. Establishment of 
the Outlet Year: The year the store first opened its doors. 
The outlet size refers to the size of the store in terms of 
square feet. Outlet city : The location of the shop in terms of 
city type. There's something for everyone, whether it's a 
small grocery store or a full-fledged supermarket. Item 
Outlet Sales are product sales at a certain retailer. This. This 
is the variable that has to be anticipated. 

V. EXPERIMENTAL EVALUATION 

Classification accuracy, accuracy within each class, and a 
confusion matrix, which provides the number of predictions 
for each class that may be compared to the occurrences of 
each class, are all used to assess the classification 
algorithms' accuracy. The Root Mean Square Error, Mean 
Square Error, and Absolute Error are used to generate the 
Error Rate, and Table III provides the average of the errors. 
This measure may be used to see if a forecast is on average 
correct or not. Table 3 shows the comparison analyses of the 
three algorithms based on prediction performance, and 
graph 3 shows the visualisation. According to the data, the 
Gradient Boost Algorithm had 95.84 percent overall 
accuracy, followed by Decision Tree Algorithms with about 
58.46 percent overall accuracy and the Generalized Linear 
Model with 56.03 percent accuracy. Finally, the Gradient 
Boosted Tree technique is the best fit for the model based on 
the empirical evaluation of the three algorithms. Although 
the classification accuracy rate can approach 100%, the 
accuracy rate in the GBT model examined and reported in 
Table III was around 95.84 percent. The accuracy rate will 
improve if the GBT implementation is improved further 
with the use of a big data set. 

 
Figure 3: sales prediction of items at particular outlet.. 

The following graph1 shows the predication of Sales from 
01-01-2011 to 31-05-2011. Graph1 : Predication of Sales 
from 01-01-2011 to 31-05-2011. The following graph shows 
the monthly analysis of sales prediction. 

Graph 1: Monthly analysis of sales prediction 

Table 3: Performance Summary of ML Algorithms 

Model Name Performance Summary of ML Algorithms 

 Accuracy Rate (%) Error Rate 

GLM 56.03 43.97 

DT 58.46 41.54 

GBT 95.84 41.6 

 

 
       Graph2: Comparison of ML Algorithms 

VI. CONCLUSION 

In this research, we assess the performance of various 
algorithms on a data set of retail sales and analyse the 
algorithm that performs the best. The results of a 
comparison of various methodologies are presented. 
Furthermore, we discovered that our model with the lowest 
RMSE outperforms the competition. Cleaning and analysing 
data can be enhanced, and additional machine learning 
approaches can be employed to boost the model's accuracy.  
More accurate predictions may be made with a larger dataset. 
We must update the dataset with the types of attributes that 
exist in order to improve the data or obtain a better outcome.  
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We need to utilise a properly balanced dataset with different 
values in each field to get a better  outcome. We'll need a 
well balanced dataset with different values in each field to 
get a better outcome. The same procedures can be used, with 
the exception that the dataset must be updated. For the best 
results, large datasets are recommended. A best-fit 
prediction model for anticipating sales trends is offered 
based on a performance evaluation. The effectiveness and 
accuracy of the prediction and forecasting approaches used 
are discussed in the findings. The Gradient Boost Algorithm 
was the best-matched model in the study, with the highest 
accuracy in predicting and forecasting future sales. 
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