Bronnemens nayxu u npaxmuxu — Bulletin of Science and Practice

nayunwiti xcypuan (scientific journal) N6 2017 e.
http://www.bulletennauki.com

UDC 81’33
ARTIFICIAL NEURAL NETWORKS AND TRANSLATION
HEWPOCETEBBIE MEXAHU3MBI IIEPEBOJIA Y UX 3HAUYEHMS

©Baranova A.

Ph.D., Kazan Federal University

Kazan, Russia, baranova.alfiyarafailovha@mail.ru
Obapanoea A. P.

KaHo. neo. HayKk

Kaszancxuii (Ilpusonoicckuti) ¢hedepanvrulil yHusepcumem
2. Kaszanw, Poccus, baranova.alfiyarafailovna@mail.ru
©Astafiev A.

Kazan Federal University

Kazan, Russia, xiaomao472@gmail.com

©Acmadghvee A. M.

Kaszancxuii (Ilpusonoicckuti) ¢hedepanvhulil yHusepcumem
2. Kazanw, Poccus, Xiaomao472@gmail.com
©Korchagin E.

Kazan Federal University

Kazan, Russia, arsile410@gmail.com

©Kopuacun E. C.

Kaszanckuu (Ilpusonoicckuti) ¢hedepanvrulil yHugepcumem
2. Kasanw, Poccus, arsile410@gmail.com

Abstract. Relevance of the issue under study is enough high to worry and speculate about it,
because technologies now are reaching the step, there it was not expected to see about 5-6 years
ago. The purpose of the article is to understand, is it possible in the near future to make machine
translator based Artificial Neural Network (ANN) able to remove live translators. The leading
approach to the study is to compare statistical translation, translation by neural network and
translation by professional live translator, to see how high quality of translation by machine
interpreter. The article considers the basic concepts of ANN, as well as modern artificial translators.
The results showed that Artificial Intelligence developed on a very high level, but we are still at a
great distance from technologies of that level and near future, it will eliminate professional
translators, though, artificial translators influence on increasing level of language knowledge. The
article may be useful for people interested in mechanisms of translation and for translators of all
levels, as well as for programmers who are interested in Artificial Intelligence (Al) and all kind of
translators, who want to know the future of their profession.

Annomayus. AKTYallbHOCTh BOIPOCAa HCCIEAOBAaHMsS CBs3aHa C OBICTPBIM pPa3BUTHEM
nH(popMalMOHHBIX TexHonoruil. Llenp cratbu — pa3o0paThCsi, BO3MOXHO JHM B OiMKaiiiem
OyayleMm cenaTb MallMHHBIN [IEPEBOAYMK HA OCHOBE HCKYCCTBEHHOW HEHPOHHON CETH U CMOXKET
T TakoMl BHUJ TEpeBOAYMKA 3aMEHHUTh JKHBBIX NE€pPEeBOAYMKOB. Benymmum mnoaxomaoMm Kk
HCCIIEIOBAaHUIO SIBIISIETCSl CPAaBHEHHE CTAaTHCTHUYECKOTO IIEPEBOJA C IEPEBOJAOM HEHPOCETH M C
MEepPEeBOJIOM MPOPECCHOHATBHOTO >KUBOTO MEPEBOAYMKA, YTOOBI YBHJETh, C LEJIbIO BBIICHUTDH
HACKOJIBKO BBICOKO KauyeCTBO IIEPEBOJAa MAIIMHHBIM IEPEBOAYMKOM. B cTaThe paccmarpuBaroTcs
OCHOBHBIE TMOHSTHS MCKYCCTBEHHBIX HEHPOHHBIX CETeld, M COBPEMEHHBIX MCKYCCTBEHHBIX
NIEPEBOUYMUKOB. Pe3ynbTaThl MoKa3ajiu, 4TO UCKYCCTBEHHBIN MHTEJUIEKT Pa3BUT Ha OYE€Hb BBICOKOM
YpOBHE, HO MBI BC€ €llle Ha OOJIbIIIOM PAaCCTOSHUU OT TEXHOJIOTMI TaKOTo YPOBHS, U B OiMKaiiem
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OynymieM OH HE CMOXET IOJHOCTBIO YCTPaHUTh MPOPECCHOHAIBHBIX MEPEBOAYMKOB, XOTS
HCKYCCTBECHHBIC IEPEBOIYMKH BIIHMSIOT Ha MOBBIIICHUE YPOBHS 3HAHUS si3bIKka. CTaThsi MOXKET OBITh
MOJIe3HA JIIOJISIM, 3aMHTEPECOBAHHBIM B MEXaHHM3MaX IEpPEeBOJA, IMEPEBOMYMKAM BCEX YPOBHEH, a
TaKKe HPOrPAaMMHCTaM, KOTOPbIC 3aMHTEPECOBAHBI B  HMCKYCCTBEHHOM HMHTEIUICKTE U
NepeBOIYMKaM, KOTOPbIE XOTAT y3HATh Oy/yliee CBoel npodeccuu.

Keywords: linguistics, language, translation, speech, text, semantics, words, neural network,
artificial neural network.

Knrouegvle cnoea: TUHTBUCTHKA, S3BIK, MIEPEBOJI, peYb, TEKCT, CEMAHTHKA, HEHPOHHAS CETh,
HCKYCCTBEHHAsi HEHPOHHAS CETh.

Artificial Neural Networks (or ANN) is a computational model and its implementation, built
by the principle its biological analogue. Machine learning is the basis of ANN, which is represented
by group of methods. These methods provide perception and processing all of information that
could be useful for solving a problem. Deep Learning (DL) is one of the main methods in ANN. DL
is represented by set of algorithms, trying to simulate and build high level abstractions in data with
an architectures, which consists of set of nonlinear transformations. The use of Deep Learning lets
us to refuse manual choice and attribute configuration, by training attributes without a master or
with partial involvement of a master, and then master should use efficient algorithm and
hierarchical extraction of attributes [1]. Researches in this field aim at improving the operations
with large amounts of unmarked data. Some of solutions appear because of achievement in
neuroscience field and interpretation data processing goals and building communication models in
the nervous system, such as neural coding. The main task of the nevous system is to determine the
relationship between stimulus and neuronal responses and the relationship of electrical activity
between neurons in the brain.

For the first ten years, translation sites worked as dictionaries: they received a word / phrase /
text on the input and went on to the database searching for a translation corresponding to the word.
This system, even by those standards, to put it mildly, did not cope with its tasks, giving only
translated, but not meaningful sentences at the output. Such failures did not make long wait for
improvement or even a complete replacement of the algorithm on which an inanimate translator
should work. Once neural networks were widely used in various spheres of life, the rapid growth in
the popularity of the use of ANN technology did not bypass the matter of translators [2— 3].

In the modern world, there are translators of different levels. 80% of all translators are busy
with fulfilling the requirements of legislation, 20% translating instructions to medical products,
machine tools, using additional software to compile glossaries of terms. 3% of these 20% are
distinguished, specifically artistic translators, translators of scientific and technical literature and
simultaneous interpreters (1). However, the ANN, which can learn to understand someone else’s
speech and correctly build one’s own through DL, can greatly simplify the work for all of them.
Can this same but improved ANN ever completely eliminate the need for live translators? To
answer this question, we need to find out some others.

Currently, one of the most advanced and up-to—date translation mechanisms is the GNMT
(Google’s Neural Machine Translation) ANN. Its peculiarity is that it consists of a “basis of
meanings” for each word or expression that is formed by comparing possible variations in the
meaning. In addition, GNMT analyzes sentences, breaking them into parts that carry a semantic
load. In this way, the “basis of meanings” iS obtained, which makes it possible to bring the
translation to a fundamentally new level. With the use of this database, a GNMT can translate any
language pair from several available languages and all this occurs at the expense of a “universal”
language, which is so far understandable only by this neural ANN (2). However, is it possible to
improve this machine translation mechanism more essential?
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Yes, let’s say we just increase the number of hidden layers, thereby complicating the
algorithm, getting some increase in the quality of the translation. Layers can be added infinitely, but
then raises question of memory, and generally the profitability of such a solution. After all, each
added layer makes the algorithm at times more complicated and often slower. Thus, we get that
winning by quality, we lose almost all the other parameters. With that said, improvement of
algorithm will also give some improvement of mark, and due to the DL method, the system just
improves itself with time.

Despite these possibilities, the machine translation mechanism based on ANN in some aspects
will never be able to reach the human level of speech and translation. At first, because such
responsible tasks as simultaneous interpretation require a translator with great knowledge and vast
experience in the negotiations, but apart from that they require translator to understand the
interlocutor not just at the semantic level, but at the level of emotions. Perhaps a ANN can learn to
recognize a person’s emotions by how and what he says, but too much responsibility in such a
delicate matter where a couple of incorrect words can lead to irreparable consequences. It does not
matter how perfect is your translation mechanism, it is always easier and often more accurate for a
human to determine the feelings and emotions of the interlocutor. Moreover, each person is inclined
to express emotions in his own way and already in this case, it will be practically impossible to
build a universal algorithm for “determining the mood”. There is also another problem for the
mechanism — it is a constant update of meaning basis and meaning of words. In any language,
words can be divided into a lot of attributes, one of which is age. Over time, with words and
expressions, many phenomena can occur from change of meaning to extinction. It will lead to the
fact that, in the course of contextual analysis, ANN cannot give a certain result with some
probability due to the fact that this or that expression is in an unstable position, because of what its
meaning remains inaccurate and blurred, which will not allow 100% confident in the translation. In
such cases, a person will have to interfere with the work of ANN and make changes in it, and hence
it follows that a fully automated system cannot be created, we can only come closer to an ideally
correct basis of meanings for a certain period of time.

In conclusion, let us remember the main question: Can ANN ever eliminate the need for live
translators? We can be sure, that the answer is “No”. As already noted above, most translators are
simply necessary by law, they have long been possible to replace the computer, due to the ease of
work, but it did not happen and will not. The use of ANN will significantly increase the overall
quality of the translation, a more qualitative and understandable translation will at the same time be
more accessible, but this will not affect the professional sphere in any way.
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