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Abstract—We introduce the first audio-visual dataset for traffic
anomaly detection taken from real-world scenes, called MAVAD,
with a diverse range of weather and illumination conditions.
In addition, we propose a novel method named AVACA that
combines visual and audio features extracted from video se-
quences by means of cross-attention to detect anomalies. We
demonstrate that the addition of audio improves the performance
of AVACA by up to 5.2%. We also evaluate the impact of image
anonymization, showing only a minor decrease in performance
averaging at 1.7%.

I. INTRODUCTION

Detecting anomalies in videos has many real-world appli-
cations, such as surveillance. Video anomaly detection (VAD)
can be succinctly described as the temporal and/or spatial
localization of anomalous events in videos. VAD is an active
area of research in deep learning literature. Most methods treat
VAD as an unsupervised or weakly-supervised task where a
significant amount of examples exist that represent normal
scenes, and few outliers exist that represent anomalous data,
typically only used for evaluation [1]. Similarly, the dataset
and method in this work also treat video anomaly detection
as a weakly-supervised binary classification problem where
labels are only provided per video clip.

Methods that take advantage of multiple modalities have
been shown to be successful in various deep learning tasks
such as crowd counting [2] and action recognition [3]. Despite
the popularity of video anomaly detection as a research
topic and the success of multimodal deep learning methods,
few multimodal datasets exist for anomaly detection, and all
available datasets are synthetically generated. In contrast, we
introduce an audio-visual anomaly detection dataset named
Malta Audio-Visual Anomaly Detection (MAVAD) with syn-

chronized audio and video, collected from three locations
in the Area. The dataset is anonymized by blurring faces
and license plates to protect the privacy of individuals, and
contains 11 classes, such as pedestrians, buses and heavy
weight vehicles (trucks, vans, etc.).

Furthermore, we propose a novel audio-visual anomaly de-
tection method called Audio-Visual Anomaly Cross-Attention
(AVACA) that serves as a baseline for this dataset. Through
extensive experiments, we demonstrate the improvements in
performance resulting from the addition of audio features. Our
dataset and code is publicly available'.

II. RELATED WORK

Over 30 publicly available datasets exist for video anomaly
detection [4], most notably, Shanghai Tech Campus Dataset
[5], UCF-Crime [6] and UCSD-Pedestrian> which are widely
used in the literature. Video anomaly detection methods can
be categorized into two classes: encoder-agnostic methods and
encoder-based methods [7]. Encoder-agnostic methods such as
[8] and [9] use pre-trained visual feature extractors like 13D
[10], X3D [11] and SlowFast [12] and only train a classifier on
extracted features. Encoder-based methods such as [13] train
both the classifier and the feature extractor. From a different
perspective, video anomaly detection datasets can be divided
into three catogories: heterogeneous datasets that are diverse
but do not contain specific anomalies; specific datasets that are
bulit around anomalous events or objects; and other datasets
that are not designed for anomaly detection but can still be
useful for scene monitoring tasks [4].
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AVRL is an audio-visual method for detecting anomalies
in crowds [14]. AVRL utilizes pre-trained visual and audio
feature extractors and feeds the extracted representations to an
audio-visual fusion module, which is a simple MLP. AVRL is
trained and tested using a synthetic dataset sourced from the
video game Grand Theft Auto V. XD-Violence is an audio-
visual dataset for violence detection, containing a large number
4,754 videos representing six classes of violent as well as
peaceful behavior across various scenes [15]. [16] introduces
an audio-visual anomaly detection method that extracts visual
features, such as optical flow, and combines them with several
extracted audio features, such as energy, volume and spectral
flux, to determine anomalies. The authors also introduce a
synthetic dataset created by adding gunshot sound effects taken
from DCASE Challenge Task 2 [17], to the UMN dataset® for
unusual crowd activity detection in videos.

Three main types of multi-modal fusion approaches exist in
the literature: early fusion, where the different modalities are
combined via some operation and processed together from the
beginning; late fusion, where they are treated separately and
are only combined in the very last layers; and intermediate
fusion, where the modalities fuse within the network, and
hence their features are learnt jointly [18].

Self-attention, and by extension the transformer [19], has
quickly established itself as one of the core techniques in
machine learning. Not surprisingly, it has found wide applica-
tion also in the problem of multi-modal fusion. Transformer
utilizes the concept of attention to capture the dependencies
between different parts of the input sequence. Within the
context of fusing two modalities, a,, and b,,, self-attention
can be utilized by computing the query from modality a,,,
and both keys and values from modality b,,,. This means that
the final representation learned is of a,, attending b,,, and
further applying the calculated attention matrix to the features
acquired from b,,. The output of the transformer, after passing
the final representation though a fully connected layer, will be
further on referred to as 7.

III. DATASET

The proposed MAVAD dataset consists of 764 videos
gathered from three different locations. Those locations have
been chosen with the focus on road traffic, including various
types of vehicles, bicycles and pedestrians. The raw audio and
video data was collected from two locations on the island of
Malta: one in Zejtun, a town close to the industrial region
on the eastern coast, and another in Mgarr, a rural town on
the western coast. Three audio-visual cameras were deployed,
two in Zeytun, and one in Mgarr. The data is organized into
11 classes: normal situations, pedestrians, pedestrians cross-
ing the street, vehicles exiting the side street, heavy weight
vehicles (trucks, vans, etc.), buses, bicycles, obstructions, u-
turns, scooters and horses. Videos that do not belong to any
specific anomalous class are labeled as “normal”. Table I lists
the number of videos pertaining to each of these classes per
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scene, while Fig. 1 illustrates the weather and illumination
conditions during the recordings. Table II presents the de-
tails of the hardware used for data collection. The specific
camera models used were: Safire SMP Bullet outdoor/indoor
IP camera With POE for Mgarr, and ANNKE outdoor SMP
PoE security cameras, model I51DL, with 2.8mm lens for
both Zeytun scenes. The data has been masked to prevent the
recording of private property. Firstly through the use of camera
configuration, secondly with a hand crafted mask overlayed on
the images, so that only the public road is visible.

TABLE I: Dataset statistics.

Label Mgarr | Zejtun Scrapyard | Zejtun Field
normal 161 117 125
pedestrians 65 7 19
pedestrians crossing the road 21 48 33
bicycle 10 12 17
bus 20 0 1
exit side street 44 0 0
heavy goods vehicle 21 4 3
obstruction 3 10 8
u-turn 1 9 6
scooter 0 3 2
horse 0 2 0
Total 346 212 214

Following the taxonomy in [4], this dataset fulfills the
requirements for both heterogenous and specific, since it con-
tains varied and well documented sets of anomalies provided
in a weakly-labeled manner. That is, each anomalous clip
represents almost exclusively the anomaly, and the dataset pro-
vides per clip labels. Therefore, the dataset can be used both
for unsupervised and weakly-supervised methodologies, and
provides the opportunity for binary or multi-class detection.

A. Data anonymization

The proposed dataset captures public scenes, therefore,
it is not feasible to obtain consent forms from everyone
appearing in the videos. To protect the privacy of the general
public and be compliant with European regulations including
GDPR, we anonymize the raw videos to remove personal
identifiable information, including faces of persons and license
plates of vehicles, as shown in Figure 3. Anonymization is
achieved by first detecting the faces and license plates on
each video frame and then applying Gaussian blur to the
detected regions. We use the general-purpose object detector
YOLOV5%, pre-trained on the MS COCO dataset [20], to
detect faces and license plates. However, when applied out-
of-the-box to our surveillance videos, it fails to detect most of
the faces and license plates due to strong domain shifts and
frequent occlusions. To mitigate this issue, we fine-tuned the
face detector using CrowdHuman [21], a publicly available
dataset containing CCTV surveillance footage. We also fine-
tuned the license plate detector with annotated videos captured
from Area to achieve the best detection accuracy. The audio
data is maintained as it is, without anonymization, because
the microphone is positioned at a distance and is unlikely to
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Fig. 1: Weather and illumination conditions for the recorded videos.
TABLE II: Camera parameters
Specifications type Mgarr Zejtun Scrapyard Zejtun Field
Resolution 1920x1080 (2.07 MP) | 1280x720 (0.92 MP) | 1920x1080 (2.07 MP)
Non-Masked Resolution 0.61 MP 0.28 MP 0.56 MP
Framerate 25 30 30
Audio encoding PCM 16-bit PCM 16-bit PCM 16-bit
Audio sampling rate 48kHz 48kHz 48kHz
Audio channels 2 2 2

capture any personal identifiable information regarding voice
and speech.

IV. AUDIO-VISUAL ANOMALY DETECTION METHOD

This section begins with the problem statement, and follows
up with the general description of the proposed architecture.
Next, the used fusion technique, the employed losses, and their
impact on the model’s behaviour are explained in more detail.

A. Problem statement

The proposed AVACA training regime is based on the
work of Wan et al. [8]. As such, to fully understand the
impact that the Dynamic Multiple-Instance Learning Loss and
the regularizing Center loss have on the model’s training
behaviour, the notation introduced in the problem statement
follows that proposed by Wan ef al.. A training set consisting
of n videos is denoted by X = {x;}} ,. Each video is
temporally split in a ¢; video clips, for instance, based on
a rolling window size and stride, which may depend on the
chosen feature extractor. The set of anomaly labels of the
training videos is denoted as Y = {y;}_,, where y; = {0, 1}.
In the test phase, the predicted anomaly score vector of a video
x is denoted as s = {s7}}_,, where s/ € [0, 1] is the anomaly
score of the j-th video clip.

B. Architecture overview

From a high level perspective, the proposed AVACA method
consists of two processing paths: audio and visual. Each path
starts with its respective, pretrained feature extractor. Each
path has two learning stages, and a transformer layer placed
in between those stages. The transformer placed in the visual
path is further called the VAT, and the transfomer placed in
the audio path is further called AVT. On a conceptual level,
the input to the model is an audio-visual sequence, and its
output is the predicted anomaly score vector. The architecture
can be seen in Fig. 4, details of which are further explained
in the following sections.

C. Feature extractors

The proposed method belongs to the category of encoder-
agnostic methods, that is, the pretrained feature extractors
are employed without any further training nor finetuning.
Feature extractors are tasked with acting as the first step in the
model. They take as input raw data, video frames and audio
snippets in our case, and transform them into a new, distilled
representation. Feature extractors are often methods that have
been trained on large scale, industry leading datasets such as
the Kinetics [22] dataset or the AudioSet [23] dataset. In the
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Fig. 2: Example video frames and audio spectrograms from Mgarr, Zejtun Scrapyard and Zejtun Field scenes.

Fig. 3: Example anonymized frame from the Zejtun Field
scene. Blurred faces and license plates are highlighted by red
circles.

context of feature extractors, the part of the model that learns
generalized representations is refered to as a ’body’, and the
specialized part, for example classifier, as the ’head’. When
trained on large scale datasets, the bodies of those methods
are well suited to serve as general purpose feature extractors.

The choice of the feature extractors determines also the ex-

act length of the input sequence. We have narrowed our choice
of visual feature extractors between SlowFast [12], which takes
as input 32 frames, and X3D [11], which has been tested on
16-frame long inputs. Both models have been pretrained on
the Kinetics dataset. The audio extractor chosen is the widely
adopted VGGish [24], which has been trained on the AudioSet.
Our initial experiments showed that SlowFast achieved better
results than X3D. We have thus chosen SlowFast, specifically
SlowFast_r50, as our visual feature extractor.

The selection of SlowFast imposes the requirements upon
the input length and resolution. SlowFast requires two inputs:
the slow and fast paths. The fast path is a sequence of 32
images denoted as F' = {v;}32,, where each v; is a 3-channel
image. The slow path, denoted as S = {s;}5_,, is a sequence
of 8 images created by selecting every fourth frame from the
original 32-frame sequence. The resolution of the frame’s short
side is set to 256, while the long edge is kept in scale. The
sequence is then normalized.

The input to the audio feature extractor, VGGish, is a single
spectrogram a;. However, as Slowfast imposes the requirement
to process 32 frames for a single sequence, the resulting



input to the VGGish model is a sequence of 32 spectrograms
denoted as A = {a;}32,. During inference, VGGish processes
the spectrograms consecutlvely. These spectrograms are cre-
ated from 32 overlapping audio snippets, each 1 second long.
Each audio snippet starts 1 second before and ends exactly
at the time of its respective frame. The audio snippets are
generated using a rolling window applied to the audio file,
with a stride value set to ensure the synchronization with the
frame rate of the videos. The spectrograms are created in the
standard way as required for the VGGish network, specifically
using Mel spectrogram [25].

The resulting multimodal input to the model is a tuple
denoted as M = ((F,S),A). The output of the visual and
audio feature transformers are the feature matrices V; and P;,
respectively, composed of features from the training video z;.

D. Architecture details

The architecture and implementation is based on the multi-
modal data fusion approaches proposed in [18]. As previously
stated in Section I'V-B, the fusion module consists of two paths,
one for visual and one for audio processing. Each path contains
2 stages, each in turn containing 2 layers. The first stages
of the paths serve the purpose of finetuning the transformed
input features during the model training. Stage 1 contains 2D
convolutions for the visual path, and 1D convolutions for the
audio path. The first stage transformation can be presented as
(V;,Pl) Stagel (V/ P,)

Next, we include two transformers, one for each path. The
transformers, placed in between the stages, are identical and
are meant to enhance the separate paths with the knowledge
distilled from the other modality. However, with 32 overlap-
ping audio segments, a substantial amount of the information
carried by the audio track is repeated, and crucial, yet more
subtle changes in the recordings may not get picked up by the
model. Hence, we introduce a simple operation that creates
two different audio inputs for the two transformers. The plain
audio sequence can be described as P{ = (p},ph,...,p5),
with p} representing the ith item. The resulting sequence,
obtained by subtracting the previous item from each element,
is denoted as U = (uq,us,...,us;). The operation can be
described as u; = p';,y —p/; fori=1,2,...,31.

The transformer in the visual path, VAT, aims to enhance
the visual representation of the video with the full audio
information. It has thus the following input: Ky ar = V';,
Vivar = V', Quvar = P’;. The second transformer, AVT, is
placed in the audio path. The VA transformer is queried by
the video patches, and as keys and values takes the modified
audio patches, which makes: Kayr = U;, Vavr = U,
Qvar = V’;. This procedure aims to differentiate the two
paths further, that is, the VAT looks at how the full audio
enhances the visual signal, and the AVT focuses on the
changes in the audio path and their relationship with the
visuals. When Ky 47 = U; and Vy 47 = U;, the procedure
will be further called focused audio path. When Ky a7 = P’;
and Vi a7 = P’;, the procedure will be further called plain
audio path.

Finally, stage 2 consists of 1D convolutions for both
branches. The second stage transformation can be presented as
(Tvar, TavT) Slge? (T a1> ThvT)- The outputs of the second
stages are concatenated, and passed to a fully connected layer
that outputs a binary vector s;. The complete architecture can

be seen in Fig. 4.

E. Training losses

During training, the model aims to minimize 2 losses, taken
from Wan et al. [8]: the dynamic multiple-instance learning
loss (Lparrr), and the center loss (L¢). Lpasrr is designed
to enlarge the inter-class distance between anomalous and
normal instances, while Lo ‘pulls’ in the opposite direction,
minimizing the intra-class distance of normal instances.

Dynamic Multiple-Instance Learning (DMIL): In the
context of Multiple Instance Learning, a positive bag contains
at least one positive instance, while a negative bag contains no
positive instances. For anomaly detection in videos, abnormal
videos have at least one anomalous event while normal videos
have no anomalous events. To enhance the distinction between
anomalous and normal instances with weak supervision, Wan
et al.introduced the DMIL loss, taking into consideration the
diversity in video duration. They also introduced the k-max
selection method to obtain the k-max anomaly scores. The
value of k is determined based on the number of clips in a
video, given by k; = | & |, where « is a hyperparameter. Thus,
the k-max anomaly scores of the ¢-th video can be represented
as S; ={p!|j=1,2,...,k;}, where p; = sort(s;), s; is the
anomaly score vector of the i-th video, sort(-) is a descending
sort operator, and .S; consists of the top-k; elements in s;. The
DMIL loss can then be represented as:

Loy = & Z [ yilog(s ) + (1 —yi)log(1 —s7) |,
Ex Ies,

(1
where y; = {0,1} is the video anomaly label. Next, the au-
thors calculate the cross-entropy between each of the selected
k scores and the video label as the instance loss, respectively.
Noise labels can affect the anomaly scores of the sample
features from which an average anomaly score is calculated.
However, the DMIL loss focuses on individual anomaly scores
rather than an average one, thereby preventing propagation of
errors brought by noise labels.

Center loss: The objective of the DMIL loss is to enlarge
the inter-class distance of instances. However, both the max
and k-max selection methods inevitably produce wrong label
assignments, especially in the early training stages when the
anomaly scores of normal clips and abnormal clips in an
abnormal video are similar. This leads to the enlargement of
the intra-class distance of normal instances by the DMIL loss,
which can reduce detection accuracy in the testing stage. Wan
et al.propose a center loss for anomaly score regression to
address this issue. This loss focuses on gathering the anomaly
scores of normal video clips:

ti 1 .
L,— %Zj:1||sg* if y; =0,
0, otherwise,
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Fig. 4: The AVACA architecture.

where ¢; is the center of the anomaly score vector s; of the i-th
video, that is, ¢; = tl 22:1 5§ The total loss function is thus
L =0Lpyyr + AL, where 0 and A are hyper-parameters.

V. EXPERIMENTS

In all experiments we prepare the video and audio features
first, to facilitate faster training times. In this case, the feature
encoders are unused during training, validation and testing.
Once the model is deployed and starts operating in a real-
world scenario, they are activated.

For each scene in the MAVAD dataset, we repeat the
experiment 3 times with a different randomly split data. We
use 60% of the data for training, 20% as validation and
20% as test data. The annotations generator aims to apply
the 60/20/20 split to each class, if possible. This results in
balanced inter-class distribution, yet randomized intra-class
assignments.

A. Baseline

In order to allow for relating the performance of the
proposed method and the results achieved on the proposed
dataset, we conducted an experiment on the Shanghai Tech
dataset. As this dataset does not contain audio, we create
null audio signals in the form of tensors filled with zeroes.
This means that the audio branch carries no information, and
the model deals purely with the visual features. However, this
allows us to use the same architecture for all tests and create
a reliable comparison. We set the learning rate to 10~°, and
use A =1 and # = 20. Table IV presents the results achieved
by AVACA on the Shanghai Tech dataset in comparison to
the current SotA. AVACA achieves a performance that is
competitive with currently best performing models on the
Shanghai Tech dataset. To extend this baseline to the proposed
MAVAD dataset, we follow the same procedure for all of them.

B. Results

Table III presents the complete results of applying AVACA
on the MAVADdataset. The loss weights are the same for all

cases: A = 1, and 6 = 10. All models have been trained
for 100 epochs with a starting learning rate of 107> and 4
attention heads in each transformer.

TABLE III: Results on MAVAD dataset (AUC).

Scene Zeroed audio Focused audio path | Plain audio path
Mgarr 87.91 +3.4T% 89.76 + 1.33% 88 + 1.82%

Zejtun Scrapyard | 63.18 4+ 5.85% 64.10 + 6.07% 64.69 + 4.4%
Zejtun Field 76.58 & 13.09% 80.45 +9.73% 78.6 + 6.82%

TABLE IV: Results on Shanghai Tech

Method AUC (%)
AR-Net [8] 91.24
AVACA (ours) 93.79
MIST [7] 94.83
RTFM [9] 97.21
S3r [26] 97.48
SSRL [27] 97.98

TABLE V: MAVAD raw vs anonymized

Scene Raw data Anonymized data
Mgarr 91.49 £1.29% 89.76 £ 1.33%
Zejtun Scrapyard | 66.5 +4.61% 64.10 £ 6.07%
Zejtun Field 80.29 +9.01% 80.45 +9.73%

For all 3 scenes, the addition of audio improves perfor-
mance. For the Mgarr scene, the absolute AUC improvement
is 1.85%, for the Zejtun Scrapyard scene 0.85% and for the
Zejtun Field scene 3.87%. By looking at Fig. 2, we can see that
the Zejtun Scrapyard scene differs from the other scenes. The
street that this camera observers runs vertically in the camera
view, meaning that the camera captures changes far into its
field of view, while the microphone can be too far to record the
relevant audio, or simply the noise from occurrences closer to
the camera may obscure the audio relevant to the far off view.
This explains why addition of audio in the Zejtun Scrapyard
scene does not improve the performance in a significant way.
The Zejtun Scrapyard scene is also the only scene where using
the focused audio path results in worse performance. This is,



again, probably down to the fact that the information from
video and camera is less correlated.

C. Impact of Anonymization

We also performed an anaylsis of the impact that im-
age anonymization has on the performance of the proposed
method. Due to privacy concerns only the anonymized version
of the dataset can be made public, but in Table V we present
the comparison of results achieved by the AVACA using the
focused path audio applied to the exact same splits of data on
the raw and anonymized versions of data.

Across the 3 scenes, the relative change in performance after
anonymization is —1.7%. The biggest drop in performance is
in the case of the Zejtun Scrapyard scene, while the Zejtun
Field scene even notes a small improvement. The anonymiza-
tion process leads to a small reduction of the sharpness of
the images but, in general, the impact can be described as not
significant.

VI. CONCLUSION

A novel audio-visual anomaly detection dataset with 3
scenes was proposed, filling a crucial gap in the pool of
publicly available data. Furthermore, the proposed audio-
visual anomaly detection method, AVACA, showcases that
the addition of audio can indeed improve performance and
reduce deviation in the results. The proposed method was also
benchmarked against the popular, but visual only, Shanghai
Tech dataset by creating null (zeroed) audio signal and is
competitive.
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