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Abstract

We present a WDM over SDM control system that detects overloaded/underloaded WDM

links between ROADMSs and provisions/removes virtual WDM links in response to dynamic traffic
changes in SDN-enabled WDM VNTs over SDM Networks. We have experimentally validated the archi-
tecture in a WDM over SDM testbed. ©2022 The Author(s)

Introduction

The traffic in the transport optical networks is con-
tinuously growing in terms of volume and variance
over decades. In the last 15 years, the global data
traffic has doubled every 2-3 years, and this trend
can be extrapolated in the upcoming yearsl!). This
situation will exhaust the available spectrum in
the wavelength division multiplexing (WDM) net-
works since advanced multi-level modulation for-
mats combined with polarization multiplexing and
WDM are approaching the Shannon limit.

A short-term solution to increase the spec-
trum is ultra wide band (UWB) WDM systems2l.
It aims at extending the exploited optical spec-
trum used by WDM to the entire set of available
bands (L, C, S, O and E) in standard single-mode
fibers (SSMFs). It allows to reuse the already
deployed SSMFs, but it needs upgrades on the
transceivers, optical amplifiers and ROADMs for
the non-C-bands.

In the long-term scenario, the only way to guar-
antee a sustainable scaling of the optical trans-
port system is combining WDM with space divi-
sion multiplexing (SDM) transmission to exploit
the spectral and the spatial dimensions. The
simplest way to make use of the spatial dimen-
sion is to deploy (or use the deployed) bundles
of SSMFs. It was first commercially deployed by
Alcatel submarine networks in 201981, However,
the final goal is exploiting the spatial dimensions
of the optical fiber (i.e., cores and/or modes), hav-
ing parallel propagation in the same fiber.

We presented for the first time the concept
of SDN-enabled WDM virtual network topolo-
gies (VNTs) over SDM networks in¥). An SDN-
enabled WDM VNT can be deployed as a set of
physical WDM nodes (i.e., ROADMSs) controlled
by an SDN controller, and spatial channels pro-

viding connectivity between the ROADMs that are
handled as virtual links in the WDM network,
following a similar strategy as done for IP over
WDM. This architecture supports multi-tenancy,
since several WDM VNTs can be deployed on
top of the shared physical SDM infrastructure.
A WDM VNT is reconfigurable in response to
network failures as presented inPl. In this pa-
per we propose the dynamic upgrade/downgrade
of WDM link capacity between ROADMSs in re-
sponse to dynamic traffic changes for SDN-
enabled WDM VNTs. This approach is much
more beneficial than statically upgrading WDM
links to exploit UWB WDM.

WDMoSDM network and control Architecture

We consider a WDM over SDM (WDMoSDM)
physical network based on the concept of a
spatial channel network (SCN) proposed inl®l.
An SCN is composed of spatial cross connects
(SXC) that enable to provision spatial chan-
nels that occupies the entire available spectrum
of a SSMF or one core in a multi-core fiber
(MCF). An SXC is responsible for the switching
of cores/SSMFs from any input port to any output
port (i.e., MCF or bundle of SSMFs). It can be im-
plemented with 1:K fan-in/fan-out devices (where
K is the number of cores) and/or one optical fiber
switch, as shown in Fig[f]a.

One (or several, one for each tenant) N-degree
ROADM can be connected to the SXC, as shown
in Fig[lla. The N-degree ROADM is based
on the route-and-select architecture implemented
with N twin 1:N WSS, one for each degree.
Each ROADM deploys a colourless, directionless
and contentionless (CDC) add/drop stage imple-
mented with two N:M WSS, where M is the num-
ber of transponders (TP).
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Fig. 1: a) WDMoSDM node architecture, b) Flexible WDM VNT topologies c) workflow for upgrade/downgrade a WDM VNT

Fig[flb shows an example of the flexibility
achieved by the proposed architecture to up-
grade/downgrade the WDM link capacity. In the
provided example, first a WDM VNT is deployed
involving three ROADMs following a ring topol-
ogy. The 3-degree ROADM1 and ROADM2 have
one degree available between them. Therefore,
a new virtual WDM link can be provisioned if
the traffic demand justifies it. It is worth not-
ing that despite the 4-degree ROADMS3 has two
available degrees, no additional virtual WDM links
can be deployed with ROADM1 and ROADM2
because they do not have any available degree.
Once the virtual WDM link between ROADM1 and
ROADM?2 is realised, two new virtual WDM links
can be provisioned between ROADM1-ROADMS3
and ROADM2-ROADMS3, as shown in Fig[i]b.

At the control level, we deploy an SDM SDN
controller for the management of the spatial chan-
nels (SCh) by configuring the SXCs, and several
WDM VNT SDN controllers, one for each tenant,
for the management of the optical channels (OCh)
and digital channels (DCh) by configuring the
ROADMs and TPs respectively. On top, we de-
ploy the WDMoSDM SDN orchestrator that inter-
faces with the SDM SDN controller and the WDM
VNT SDN controllers. The WDMoSDM SDN Or-
chestrator is based on the pABNOU, a cloud-
native SDN controller built using a microservices
architecture. The detailed architecture of the WD-
MoSDM orchestrator is described int#+,

Fig[flc shows the workflow for the upgrade/-
downgrade of the WDM link capacity in deployed
WDM VNTs. Once the WDM VNT is deployed,
the WDMoSDM SDN orchestrator collects the in-
formation of the active optical channels of the

WDM VNT SDN controllers. To this end, two
mechanisms are considering, streaming teleme-
try or monitoring. In the former, the WDMoSDM
SDN orchestrator subscribes to the WDM SDN
controllers to get telemetry data of the topol-
ogy and optical channels. Inl®l, we presented a
streaming mechanism for optical networks based
on the Kafka architecture and protocols. It en-
ables an efficient distribution of the state and net-
work updates following the ONF Transport API
(TAPN® implementation agreement. In the lat-
ter, the WDMoSDM orchestrator requests, with a
given periodicity (i.e., polling), the TAPI topology
and connections to the WDM SDN controllers.

Then the WDMoSDM SDN orchestrator exe-
cutes the proposed pseudo-algorithm shown in
Fig[2la for detecting overloaded or underloaded
WDM virtual links. If the WDMoSDM SDN or-
chestrator detects an overloaded virtual WDM link
(i.e., with an occupancy rate > 90%), it provisions
a new parallel WDM link between the same pair of
ROADMs as long as both ROADMs have a nodal
degree available. Similarly, if the WDMoSDM
SDN orchestrator detects an underloaded virtual
WDM link (i.e., with an occupancy rate = 0%) and
there is another parallel virtual link, it removes the
virtual WDM link. It allows to upgrade/downgrade
the WDM VNTs according to the traffic changes.
The procedure and algorithms used by the WD-
MoSDM SDN orchestrator for provisioning and
removing the virtual WDM links are the same
as for the provisioning of the WDM VNT, as de-
scribed in¥. Once the virtual WDM links are pro-
visioned/removed, the WDMoSDM SDN orches-
trator notifies the corresponding WDM SDN con-
troller to update the topology.
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Fig. 2: a) proposed pseudo-code algorithm, b) experimental scenario, ¢) histograms for provisioning and removal time

Experimental scenario and validation

The experimental setup is shown in Fig. [2lb. It
is based on a WDMoSDM control plane deployed
at CTTC in Barcelona (Spain), and a WDMoSDM
data plane with the SDN agents deployed at KDDI
Research in Saitama (Japan). Both sites are con-
nected using an OpenVPN tunnel on top of In-
ternet. On the one hand, the WDMoSDM con-
trol plane is integrated by a WDMoSDM SDN or-
chestrator, an SDM SDN controller for the SDM
domain, and a WDM VNT SDN controller. On
the other hand, the WDMoSDM data plane de-
ploys two 2-degreee ROADM (Lumentum) and
four transponders (TPs) for the WDM VNT, as
well as two SXCs. The transponders (ADVA
FSP3000) employed at the transmitter and the
receiver side, are equipped with a C-band tun-
able laser following the 100 GHz ITU grid, with
two transmission rates, 100-Gb/s (DP-QPSK) and
200-GB/s(16QAM). Finally, the SXCs are imple-
mented with 1:19 fan-in/out devices and an optical
fiber switch from POLATIS, connected with an 11-
km SDM transmission line (i.e. 19-core fiberl'9).
First, the WDMoSDM SDM orchestrator cre-
ates a WDM VNT composed of ROADM1 and
ROADM2, and a virtual WDM link connecting
both ROADMs through a spatial channel Then,
the WDM SDN controller dynamically provisions
digital channels at 200Gb/s, involving the config-
uration of the transponders and the associated
optical channels. The WDMoSDM orchestrator
is continuously monitoring the TAPI context to
WDM VNT SDN controller that includes the topol-
ogy and connectivity services (optical and digital
channels). For testing purposes, when the WD-
MoSDM SDM orchestrator detects that the vir-
tual WDM link has three active wavelengths, it
provisions a second virtual WDM link between
ROADM1 and ROADM2 and updates the topol-
ogy of the the WDM SDN controller. Similarly,

when the WDMoSDM SDN orchestrator detects
that one of the two virtual WDM links between
ROADM1 and ROADM2 has no active wave-
lengths, it removes the WDM virtual link. Fig[2lc
shows histograms, after the execution of several
tests, for the provisioning and removal of spatial
channels (including only SXC configuration), opti-
cal channels (including only ROADMSs configura-
tion), and digital channels (including only the time
to change the optical signal condition from "Out of
service” 1o ”In service” in the transponders, since
the complete setting of the optical signal from no
light condition in the transponders takes few min-
utes). The average provisioning time of the SCh
is only 1.85s, that is much faster than provision-
ing an OCh (9.63s) or a DCh (20.40s). A DCh
only includes the configuration of the TPs, there-
fore the overall average time to provision the ser-
vice, including the configuraiton of the ROADMs
is 30.03s. On the other hand, the average re-
moval time of SCh is also very fast (1.85s), but a
bit slower than that of the DCh (1.31s). For OCh,
the average removal time is similar to the provi-
sioning one (9.50s).

Conclusions

We have demonstrated the feasibility of dynamic
upgrading/downgrading of the WDM link capacity
in WDM VNTs over SDM networks. The spatial
channels associated to the overloaded or under-
loaded virtual WDM links can be provisioned or
removed in less than two seconds, while the over-
all provisioning time of a digital service, including
ROADMSs and TPs is arround 30s.

Acknowledgements

Work supported by EC H2020 TeraFlow
(101015857) and Spanish MICINN (RTI2018-
099178-100, PID2021-1279160B-100) and the
National Institute of Information and Communica-
tions Technology (NICT), Japan.



References

(1]

(2]

(3]

(5]

[10]

P. J. Winzer and D. T. Neilson, “From scaling dis-
parities to integrated parallelism: A decathlon for a
decade”, Journal of Lightwave Technology, vol. 35,
no. 5, pp. 10991115, 2017.

A. Ferrari, E. Virgillito, and V. Curri, “Band-division
vs. space-division multiplexing: A network performance
statistical assessment”, Journal of Lightwave Technol-
ogy, vol. 38, no. 5, pp. 1041-1049, 2020.

P. Pecci et al., “Sdm: A revolution for the submarine in-
dustry”, in Submarine Telecoms Forum, vol. 106, 2019,
pp. 38—41.

C. Manso et al., “First demonstration of dynamic de-
ployment of sdn-enabled wdm virtual network topolo-
gies (vnts) over sdm networks”, in Proc. European Con-
ference on Optical Communication (ECOC), 2021.

R. Munoz, C. Manso, F. Balasis, et al., “Dynamic re-
configuration of wdm virtual network topology over sdm
networks for spatial channel failure recovery with grpc
telemetry”, in Optical Fiber Communications Confer-
ence and Exhibition (OFC), OPTICA, 2022.

M. Jinno, “Spatial channel network (scn): Opportunities
and challenges of introducing spatial bypass toward the
massive sdm era”, Journal of Optical Communications
and Networking, vol. 11, no. 3, pp. 1-14, 2019.

R. Vilalta et al., “Uabno: A cloud-native architecture for
optical sdn controllers”, in Proc. Optical Fiber Commu-
nication Conference (OFC), 2020.

R. Vilalta et al., “Optical network telemetry with stream-
ing mechanisms using transport api and kafka”, in
Proc. European Conference on Optical Communication
(ECOC), 2021.

A. Mayoral-Lépez-de-Lerma, N. Davis, and A. Mazzini
(editors), “Tapi v2.1.3 reference implementation agree-
ment tr-547, v1.0”, ONF, 2020.

D. Soma, Y. Wakayama, S. Beppu, et al., “10.16 peta-
bit/s dense sdm/wdm transmission over low-dmd 6-
mode 19-core fibre across c+ | band”, in 2017 European
Conference on Optical Communication (ECOC), |IEEE,
2017, pp. 1-3.



	Introduction
	WDMoSDM network and control Architecture
	Experimental scenario and validation
	Conclusions
	Acknowledgements

