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Key products and services 

2

Blue-Cloud Data Discovery & Access service, 
federating key European data management 
infrastructures, to facilitate users in finding and retrieving 
multi-disciplinary datasets from multiple repositories 

Blue-Cloud Virtual Research Environment platform to 
provide a range of services and to facilitate orchestration 
of computing and analytical services for constructing, 
hosting and operating Virtual Labs for specific 
applications

Blue-Cloud Virtual Labs, configured with specific 
analytical workflows to serve as Demonstrators, which 
can be adopted and adapted for other inputs and 
analyses 
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Blue-Cloud VRE platform based on D4Science Infrastructure

Assante, M., Candela, L., Castelli, D., Cirillo, R., Coro, G., Frosini, L., Lelii, L., Mangiacrapa,, Pagano, P., Panichi, C., Sinibaldi, F. 

Enacting open science by D4Science. Future Generation Computer Systems (Vol. 101) https://doi.org/10.1016/j.future.2019.05.063
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promotes Open Science   
practices through the operation of 
a Data Infrastructure service

leverage external systems (e.g. data, storage 
services, computational resources, cloud 
computing infrastructures) 

by exposing them as a common unified space 
of resources

to serve diverse community of researchers

via the provision of tailored services and 
sharing tools

made accessible through a flexible, web-based 
and on-demand environments called Virtual 
Labs

https://doi.org/10.1016/j.future.2019.05.063
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D4Science as a System of Systems

System of Systems
D4Science is built with dedicated services leveraging on existing e-infrastructures and 

other domain-specific infrastructures, EOSC resources and services

Extensible
integrates services and resources 
resulting from existing initiatives

Open
promotes OpenSscience 

and OS practices



Enable

Repeat, Reproduce, Reuse, Evaluate

Active collaboration

Effective sharing

Provenance and attribution

Adopt

As-a-service approach

Standards

Economy-of-scale to reduce operational costs

A SoS to support and promote Open Science practices for Data Driven Science
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A System of Systems to support and promote Open Science
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Blue-Cloud VRE on D4Science

Assante, M., Candela, L., Castelli, D., Cirillo, R., Coro, G., Frosini, L., Lelii, L., Mangiacrapa,, Pagano, P., Panichi, C., Sinibaldi, F. 

Enacting open science by D4Science. Future Generation Computer Systems (Vol. 101) https://doi.org/10.1016/j.future.2019.05.063
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https://doi.org/10.1016/j.future.2019.05.063
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Blue-Cloud VRE – Logical View Today

Analytics Computing Framework 

Blue-Cloud VRE Federated Resources

Virtual Labs (Views)

VLab 1G
at

ew
ay

VLab 5…
Project
Vlab(s)

Synergies, 
events VLabs

Catalogue

https://blue-cloud.d4science.org

Storage Engine

Blue-Cloud VRE Core Services

IAM

IS,  RM

https://blue-cloud.d4science.org/
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Blue-Cloud VRE Open Science Services for VLab tools 

Scientific Collaboration

Analytics / Processing 

Cloud Storage

Publishing 
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Highly Configurable 

Jupyter Notebook env.

Rstudio Version 4+ env. 

(R) Shiny Apps

Analytics Engine

Custom Service/Apps

10

VLab tools

Workspace
(Cloud 

Storage)

Scientific
Collab. 

Analytics

Publishing

VRE Core Services for 
Open Science



Scientific Collaboration 

Scientific collaborations can be defined as interactions taking place within 
a social context among two or more scientists that facilitates the sharing of 

meaning and completion of tasks with respect to a mutually shared, 
superordinate goal.

Blue-Cloud2026 promotes technologies enabling the sharing of datasets 
and software methods/algorithms 
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Sharing Patterns

Selective Sharing Controlled Sharing Publishing
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WORKSPACE

Blue-Cloud promotes technologies enabling the 

sharing of datasets and methods
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Workspace

Resembles a typical file system 

with files organised in folders, 

yet it supports 

files, datasets, software methods, 
workflows, maps, …

14
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Workspace Features



Folder Types



Folder Permissions

Shared folder policies:

Write Own: users can only update/delete their 
own files

Write Any: any user can update/delete any file

Read Only: users can read any file but cannot 
update/delete

Shared folder owner can
do anything;
nominate administrators to delete mngt. rights

Subfolders 
inherit parent permissions;
permissions can be restricted, not the opposite

Read Write

Shared folder permissions
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How to access it18
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https://blue-cloud.d4science.org

https://blue-cloud.d4science.org/


How to access it19
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https://blue-cloud.d4science.org

https://blue-cloud.d4science.org/


How to use it20

Right click on any folder to share
Click on History to see the activities

Click on Versions to see and access the 
different versions 20
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Storage Layer

Pros Cons Pros ConsPros Cons

DataspaceWorkspace Volatile



PUBLISHING

Blue-Cloud promotes technologies enabling the 

sharing of datasets and methods
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Catalogue

Resembles a catalogue of artefacts 
with search and browse

Every published item in the catalogue 
is characterised by: 

a type, which highlights its features

an open ended set of metadata 

optional resource(s) representing the 
actual payload of the item.

23
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What is an Item?

Item

Resource

Organisation

Licenses

Groups

Tags

Attributes

Title

Description

Author

Maintainer

…

Public/Private

Searchable

Name

DescriptionFormat

File / URL

Context, namely Vlab

Context specific metadata 

AuthZ

Any Research Object

Properties
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An item example

Title & Description

Tags

Resources 
(item payloads)

Metadata

License

Organization

PURL
QR-Code
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Workspace Integration

right-click on any file or folder

Select organization, typology and 
compile metadata 

Select resources 
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Zenodo Integration

specify metadata and file to deposit

27
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Medium term: Blue-Cloud Catalogue to EOSC Market place

Blue-Cloud services, regularly registered in the Blue-Cloud 
Catalogue, will also be made accessible through the EOSC 
marketplace. 



ANALYTICS COMPUTING FRAMEWORK
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One place for executing analysis and processes

interactive notebooks via JupyterHub and community-specific applications 
delivered as a Docker container extend the Analytics framework

Technical 
Knowledge

Services
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JupyterHub Example
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Rstudio Example



ANALYTICS ENGINE
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Script/SW
Automatic 

Integration Process

Resulting Web UI and  
Web Service

SOFTWARE 
IMPORTER

ANALYTICS 
ENGINE



Computational / Method engine in a Nutshell

Helps scientists in performing in-silico experiments

Supplies “precooked” methods 

as-a-Service

Performs calculations in a 

seamless way to the users

Share input, results, and parameters with colleagues by means of VREs

34

Method
Engine

SoBigData
Computational

Engine

Sharing

Setup and execution
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Process Execution Details

The execution can be repeated with or without the same input 
parameters



Method Engine Features

User-friendly data analytics platform

Per-method GUI and HTTPs access

by WPS Standard

Provenance management (PROV-O)

Method integration support via dedicated tool (SAI) 

with extensibility WRT supported method languages
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(https://www.w3.org/TR/prov-o/)

“Provenance is information about entities, 

activities, and people involved in producing 

a piece of data or thing, which can be used 

to form assessments about its quality, 
reliability or trustworthiness.”

The PROV Ontology (PROV-O) expresses 

the PROV Data Model using the OWL2 

Web Ontology Language (OWL2).

It provides a set of classes, properties, and 

restrictions that can be used to represent 

and interchange provenance information 

generated in different systems and under 
different contexts.

A note on the Provenance, Prov-O
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Integration Workflow, more details …

METHODS 
IMPORTER



Computation

Provenance info

Comp. Input data

Comp. Output data

Overall computations folder

Overall Input Data
Overall Output Data

Dataminer folder
User’s Workspace

Method Engine and User’s Workspace 
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WS

Shared online folders

Inputs

Outputs

Results

Computational system

In the e-Infrastructure

Through third party software

Collaborative experiments
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Method provider

Updates the method on 
his private Workspace

The service downloads
the method on-the-fly

A user executes an 
experiment on 
his/her data

The output, the input 
and the parameters can 
be shared with another 
user

This user can execute the 
experiment again
and share the 
computation with the 
other user

1

2

3

4

5

6

7

89

10

Code Privacy Guaranteed
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Workspace

Blue-Cloud VRE 42

Thredds
Server

Workspace

StorageHub

MINIO Other  
Storage

Ephemeral   
Storage

Catalogue

Analytics 
Framework

Upload

Share

Persist

Distribute

Publish

Share

Workspace User

Another User

Other Users

Workspace Owner

DD&AS VRE 
Data Cache

Analytics 
Framework
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What if I have my own web application?
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Custom Service as Containerized Application - Images 

o Containerized applications are applications that run in 
isolated runtime environments called containers

o containers encapsulate an application with all its 
dependencies, including system libraries, binaries, and 
configuration files.

o Container images include (in a file) everything a container 
needs to run—the container engine such as Docker

APP + 
Deps

Container 
Image

B
U

ILD
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Containerized Application Context - Engines

o Container engines refer to the software components 
that enable the host OS to act as a container host

o A container engine accepts user commands to build, 
start, and manage containers through client tools 
(including CLI-based or graphical tools)

o Blue-Cloud2026 uses Docker as Container Engine



Container images can be shared 
with others via a public or 
private container registry

Blue-Cloud uses Docker hub* as 
Registry

46

Containerized Application Context – Container Registry



To delegate to Blue-Cloud VRE not only the hosting …

 Authentication & Authorization

 User Roles Mgmt.

 Auditing / Accounting

 Metrics / Monitoring

47

Integrating Applications in the Blue-Cloud VRE - How



Blue-Cloud VRE Identity and Access Management (IAM) 
Service

o Single-Sign On & Identity Brokering and Social Login

o Integration via Standard Protocols, support for 
OpenID Connect, OAuth 2.0, and SAML.

48

Integrating Applications – Auth and Roles



Blue-Cloud uses D4Science Smart Proxy Tech.

NGINX based SmartProxy (nginx + js)

• Sending Auditing/Accounting information to the 
infrastructure Service 

• Can be extended with few lines of JavaScript code to 
support specific needs  (e.g. HTTP header extraction, parsing and 
adaption of custom tokens)

• Also employed in authentication and authorization 
enforcement 

49

Integrating Applications – Auditing / Accounting
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Integrating Applications – Monitoring / Metrics

o Prometheus is an open-source system monitoring 
and alerting toolkit 

o a multi-dimensional data model with time series data 
identified by metric name and key/value pairs

o time series collection happens via a pull model over 
HTTP; 

o PromQL, a flexible query language to leverage this 
dimensionality; 

o The multiple modes of graphing and dashboarding 
has been exploited by adopting Grafana, which 
allow us to query, visualise, alert on and 
understand Prometheus data on metrics. 



Automated Deployment processes 

o It can be a public app available in Docker 
Hub or any other public container 
registry. 

o The image name and the run command 
are the only requirements.
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Integrating Applications – CI/CD - the Shiny Apps Case

Blue-Cloud VRE Gateway

Jenkins



5 Virtual Labs at the VRE and more to come …

52



Vlabs for different domains
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VLabs at-a-glance

https://blue-cloud.d4science.org

https://blue-cloud.d4science.org/


MEI VLab
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https://blue-cloud.d4science.org/web/marineenvironmentalindicators

https://blue-cloud.d4science.org/web/marineenvironmentalindicators
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THANK YOU

Massimiliano Assante
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