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Abstract 

Machine learning plays a pivotal role in artificial intelligence, allowing machines to mimic 

human language and making tremendous progress in a wide range of fields. Machine learning 

has become widely popular owing to its adaptability and breadth of application. Reinforcement 

learning is one of the most well-known uses of machine learning; it allows robots and software 

agents to learn and adjust their behaviour in order to achieve better results in a given setting. 

As a result of its many advantages in developing intelligent agents, including self-

improvement, web-based learning, and decreased programming requirements, reinforcement 

learning has emerged as a leading technique in this field. Even if there is constant research to 

increase security and efficiency of algorithms, there is still a lot of potential for advancement. 

Therefore, the purpose of this study is to give a thorough examination of reinforcement learning 

and its applications within the larger field of Machine Learning, and it does so by making use 

of a wide range of algorithmic techniques.  
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Introduction 

When discussing artificial intelligence (AI), the term “learning” refers to the process of 

acquiring information or abilities through the accumulation of data, the accumulation of 
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experience, or through interactions with one's surroundings. Artificial intelligence systems are 

intended to enhance their performance on certain tasks by learning from examples, patterns, 

and feedback provided by humans. Learning methodologies such as supervised learning, 

unsupervised learning, semi-supervised learning, and reinforcement learning all exist within 

the field of artificial intelligence and play important roles in its development. 

 

Sources: Geeks for Geeks    

Figure 1 Types of Learning 

1. Supervised Learning: In the context of artificial intelligence (AI), supervised learning 

refers to the process of training a model with data that has been labelled so that each 

example has a known label or goal value. Learning a mapping from input features to 

the correct output using the labels provided is the target. The model makes predictions 

during training, and the difference between the projected and actual results is utilised 

to adjust the model's settings. Classification and regression are two common 

applications of this style of learning. 

2. Unsupervised Learning: The goal of unsupervised learning is to draw conclusions 

about unlabeled data without the benefit of human supervision. The objective is to 

recognise underlying structures and clusters of data. Common unsupervised learning 

methods include clustering and dimensionality reduction. Dimensionality reduction 

techniques minimise the quantity of input features while maintaining crucial 

information, and clustering algorithms organise comparable data points into clusters. 

3. Semi-Supervised Learning: There are aspects of both supervised and unsupervised 

learning in semi-supervised learning. Learning is enhanced by using both labelled and 

unlabeled data. Labelled data provides direction for the learning process, whereas 
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unlabeled data aids in the discovery of new patterns and the enhancement of 

generalisation. When labelled data is scarce or prohibitively expensive, semi-

supervised learning shines. 

4. Reinforcement Learning: To maximise a cumulative reward signal, an agent in 

reinforcement learning (RL) learns to make successive decisions in the environment. 

RL models pick up knowledge the hard way, by trying out new things and being 

rewarded or punished accordingly. The purpose of the agent is to learn a strategy that 

maximises predicted reward over time. Game playing, robotics, and autonomous 

systems are only few of the areas where RL shines since they require an agent to interact 

with a dynamic and uncertain environment. 

Literature Review  

Sarker et al. (2021) Conclude in his research that “Internet of Things (IoT), cybersecurity, 

mobile, business, social media, health, and other data are abundant in the Fourth Industrial 

Revolution (4IR or Industry 4.0). AI, especially machine learning (ML), is needed to 

intelligently analyse these data and construct smart and automated applications. Supervised, 

unsupervised, semi-supervised, and reinforcement learning algorithms are available.” Deep 

learning, a subset of machine learning, can intelligently analyse vast amounts of data. 

Mahesh et al. (2020) “Machine learning (ML) is the scientific study of algorithms and 

statistical models that computers use to execute a task without being programmed. Learning 

algorithms in many common applications. A learning algorithm that ranks web pages helps 

Google and other web search engines perform well. Data mining, image processing, and 

predictive analytics use these algorithms.” Once an algorithm learns how to process data, it 

may work automatically. 

Anant & Wasif (2022) A.I. is a multidisciplinary field that automates human tasks. AI is 

changing every area of existence despite its unfamiliarity. “This article attempts to educate 

laypeople about AI and urge them to use it in numerous fields to rethink data combination, 

analysis, and decision-making.” 

Christofer et al. (2021). Recent IS research has focused on AI. AI research may lack 

cumulative knowledge, which has dominated IS research. “A systematic literature assessment 

of AI research in IS from 2005 to 2020 addresses this topic. This study synthesises major topics 

from 1877 studies, 98 of which were primary studies. This study identifies the present stated 

economic value and contributions of AI, provides research and practical implications on AI 

use, and provides a research agenda for future AI research”. 
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Hammoudeh et al. (2018). This page summarises Reinforcement Learning research papers. 

Reinforcement learning is an AI technique that helps develop intelligent systems and solve 

sequential decision-making challenges. Reinforcement Learning has made great strides in 

recent years and can play and win games. Reinforcement learning solved control system issues 

in the past. Its uses are expanding. This paper introduces reinforcement learning and explains 

its intuition. Reinforcement learning's impressive results follow. Thus, reinforcement learning 

issue solutions are summarised. Next, reinforcement learning data from many applications was 

reviewed. Finally, reinforcement learning prospects and obstacles are examined. 

Nikolas & Herbert (2018). The 21st century will be shaped by machine learning (ML). Recent 

advances in its design and algorithms and dataset development have increased computer 

competency in several domains. These include driving, language translation, chatbots, and 

superior Go performance. We discuss machine learning algorithms and techniques here. ML's 

medical applications are summarised. We highlight dermatology, radiology, pathology, and 

general microscopy diagnostic results and cautions. 

Alzubaidi & Zhang (2021) In the field of machine learning (ML), deep learning (DL) 

computers has recently become the dominant method. Its efficacy in addressing complicated 

cognitive tasks has led to its widespread acceptance, and it regularly achieves performance on 

par with or better than that of humans. Due to its quick development and superiority in handling 

massive datasets, DL is finding increasing use in a wide range of established fields. In several 

applications, including cybersecurity, NLP, bioinformatics, robotics/control, and healthcare 

data processing, DL has outperformed more traditional ML approaches. There is a knowledge 

vacuum where a holistic understanding is required, despite the fact that several studies have 

analysed the present state-of-the-art in DL. 

The Concept of Reinforcement Learning 

Machine learning subfield known as “reinforcement learning.” Taking the right course of 

action to increase one's gain is at the heart of this concept. Many kinds of software and 

computers use it to determine the optimal action to take or course of action to pursue. Unlike 

supervised learning, in which the correct answer is included in the training data and the model 

is thus trained with that information, the reinforcement agent in reinforcement learning must 

figure out what to do in order to complete the task at hand. Even without a dataset to learn 

from, it will pick up something.  

Decision science is what Reinforcement Learning (RL) is all about. It's all about figuring out 

how to act so as to get the most out of a given situation. Data for RL is collected by iterative 



International Journal of Science, Mathematics and Technology Learning 

ISSN: 2327-7971 (Print) ISSN: 2327-915X (Online) 

Volume 31 No. 1, 2023 

 

      Page | 333 

machine learning algorithms. Neither supervised nor unsupervised machine learning require 

data as an input.  

Algorithms that use reinforcement learning use results to guide future decisions. The algorithm 

learns if its decisions were appropriate, neutral, or inappropriate from the feedback it receives 

after each action. This method works well for autonomous systems that must make numerous 

minor choices with little input from humans. 

In essence, reinforcement learning is a self-learning system that uses trial and error to improve. 

It takes actions with the goal of optimising rewards, or “learning by doing” in the pursuit of 

optimal results.  The RL agent is tasked with finding a strategy that will lead to the greatest 

possible long-term accumulation of rewards. To achieve this, it engages in recursive 

interactions with the environment, monitors the results of its activities, learns from the 

reinforcements it receives, and then adjusts its policy accordingly. The agent utilises 

exploration and exploitation methods to strike a balance between taking risks (exploration) and 

choosing behaviours (exploitation) that are likely to result in high rewards. 

The key components of reinforcement learning include 

• Agent: As the learner or decision-maker, the RL agent interacts with the environment 

by performing actions based on its present state and then receiving reinforcement or 

punishment. 

• Environment: The environment represents “the external system with which the agent 

interacts. It could be a physical world, a simulated environment, or a computer 

program”. The environment provides feedback to the agent based on its actions and 

may have states, which capture the relevant information about the current situation. 

• State: A state represents “the configuration or observation of the environment at a 

particular time”. It encapsulates all the relevant information required to make decisions. 

The agent's actions are usually influenced by the current state. 

• Action: An action represents “the decision or behavior taken by the agent at a specific 

state”. The agent selects actions based on its current state and a certain decision-making 

policy. 

• Reward: “A reward is a scalar feedback signal that the agent receives from the 

environment after taking an action. It reflects the desirability or quality of the agent's 

actions. The agent's objective is to maximize the cumulative reward over time”. 
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• Policy: “A policy defines the agent's behavior or strategy. It is a mapping from states 

to actions, determining the agent's action selection mechanism.” The policy can be 

deterministic, where it directly maps states to actions, or stochastic, where it selects 

actions probabilistically based on the state. 

Working of Reinforcement Learning  

•  We can't give cat explicit instructions because she doesn't understand English or any 

other human language. Instead, we've adopted a new tactic. 

• We play the part of an observer, and the cat experiments with various responses to our 

simulation. We plan to feed the cat fish if she reacts as expected. 

• The cat now performs the behaviour with greater vigour and anticipation of a larger 

reward (food) the next time it is exposed to the same situation. 

• That's like saying you figured out “what to do” from watching a cat respond favourably 

to previous situations. 

• In the process of learning what not to do, the cat also gains valuable insight. 

 

Sources: www.guru99.com 

Figure 2 Example of Reinforcement Learning 

• Your cat is a sensitive agent in the natural world. That would be your home here. If 

your cat is in a certain state, like sitting, you would use a different term to instruct it to 

get up and go for a walk. 
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• When anything happens, our agent takes an action that moves it from one “state” to 

another. 

• Your cat, for instance, can move from a seated to a walking position. 

• An agent's response is an action, and a policy is a means of choosing that action in light 

of a situation in order to maximise desirable results. 

• They may be rewarded or punished when the change takes effect. 

Types of Algorithms of Reinforcement Learning  

An agent-oriented view is essential for successful reinforcement learning. It can both learn and 

make decisions, hence its other names. Everything not directly under the authority of the agent 

is considered part of the agent's realm. Since it functions in the realm of trial-and-error 

encounters, the reinforcement learning framework is a potent instrument for mapping all 

situations to actions. Single-agent and multi-agent frameworks are both employed, albeit in 

very different ways, for these responsibilities. “When incorporating other adjusting agents into 

the multi-agent framework, the Markov property, on which the traditional single agent relies, 

is broken. Some applications of reinforcement learning in a multi-agent system include the 

following:    

Minimax-Q Learning Algorithm  

When applied to zero-sum games, the minimax-Q learning method ensures that the player who 

acquires more information also raises his or her payoffs.  The gamer adopts an attitude that is 

diametrically opposed to the game.  Its initial usefulness is based on its capacity to make 

mathematical education more accessible. This algorithm's purpose is to assist the player in 

increasing their normal incentive, regardless of whether or not their opponent makes the worst 

conceivable action selection.   

Nash-Q Learning Algorithm  

To facilitate the development of a Nash-Q learning calculation algorithm for use in multi-agent 

reinforcement learning, A zero-sum game framework of Minimax-Q learning algorithm for 

general-aggregate games.  In order to apply Q-learning to many different types of multi-agent 

learning, it is necessary to take into account not just the actions of each agent, but also their 

interactions with one another. Because of the large gap between single-agent and multi-agent 

Reinforcement learning agents, the algorithm must keep using Q values for both the learner 

and the other participants. Nash equilibria should be found in each state so that Nash 

equilibrium methods can be used to revise the Q values.  After the Nash Q-value has been 
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established, the learning algorithm known as Nash-Q can be used.  In a setting where all agents 

are obligated to adhere to the given Nash equilibrium policies, this value is characterised as the 

estimated sum of limited rewards.  This learning technique in a multi-player setting combines 

with Nash equilibrium tactics under particular conditions and adds expectations to the payout 

structures.  

Friend-or-Foe Q-Learning (FFQ) Algorithm  

All of the framework agents are divided into two groups by the FFQ algorithm: friends and 

foes.  Cooperative and competitive equilibria are the two categories that best describe this set 

of equilibrium conditions.  When compared to the Nash-Q learning approach, the FFQ-learning 

algorithm is capable of providing a more reliable guarantee of convergence.   

rQ-Learning Algorithm 

The rQ-learning technique was developed with the express purpose of resolving problems 

associated with extremely large search areas.  This strategy calls for a well-defined r-state and 

r-action to be established right from the beginning of the process. An r-state is “initialised” by 

the collection of first-order relations, such as “goal in front,” “team robot to the left,” and so 

on; an r-action, on the other hand, is “initiated” by the collection of preconditions and 

postconditions associated with a generalised action, which acts as the foundation for the 

initialization of an r-action.  If the definition of an r-action is to be accurate and an r-action is 

appropriate to a particular occurrence of an r-state, then the r-action must also be appropriate 

to all other possible occurrences of the same r-state. This strategy can be of considerable 

assistance when dealing with problems that have a large search space and when there is a lack 

of knowledge that makes it difficult to characterise an r-state and an r-action set in an effective 

manner.   

Fictitious Play Algorithm 

Nash-equilibrium based learning has issues in establishing Nash equilibrium outcomes; hence, 

the fictional play algorithm provides an alternate way for coping with a multi-agent framework. 

This is because the fictional play algorithm takes into account multiple agents.  Each player is 

responsible for maintaining their own Q values within this system, which are tied to the 

combined activities and weighted by the amount of conviction appropriation they have. These 

values are derived from the findings of the individual trials carried out by the players. In 

combined games, where players can learn the Q values of their joint activities through a 

technique called Joint Act Learning, or in small games, where players can showcase their 
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adversarial opponents through a technique called rival modelling, the fictitious play algorithm 

has been used to convert the variant of individual Q-learning for the stationary approaches of 

different players. For example, in small games, players can showcase their adversarial 

opponents through rival modelling. 

Multi-Agent SARSA Learning Algorithm  

Off-strategy The Nash-Q and Minimax-Q learning algorithms are both examples of 

Reinforcement Learning algorithms. These learning algorithms were given their names due to 

the fact that their dominating reaction is the Nash equilibrium policy, which modifies the max 

operator of a specific Q-learning process.  When it comes to Reinforcement Learning, an off-

approach learning algorithm will always work towards the goal of combining the best Q values 

of optimal strategy, regardless of which strategy is currently being used. The SARSA algorithm 

is a type of on-policy Reinforcement Learning algorithm that was created by Sutton in 1998. 

The goal of this particular algorithm is to converge to optimal Q values for the strategy that is 

presently being implemented. EXORL, or Extended Optimal Response Learning, is a SARSA-

based multi-agent method that was developed to overcome the shortcomings of the Minimax-

Q and Nash-Q learning algorithms.”  

Policy Hill Climbing (PHC)  

Within the policy space, the hill climbing method is functionally equivalent to the fake play 

algorithm, but it varies in that it maintains a mixed or stochastic policy. This technique assures 

that even if an agent is not acting effectively or attentively, it will swiftly adjust and learn from 

its experiences by combining the notion of "Win or Learn Fast" and making use of a variable 

learning rate. This is because the variable learning rate allows for a range of different learning 

rates. This change in learning rates will improve convergence by preventing overfitting to the 

many different developing techniques utilised by the numerous agents. 

Applications of Reinforcement Learning 

Applications of reinforcement learning (RL) can be found in many fields. Notable RL 

implementations include the following: 

1. Game Playing 

• RL has been successfully applied to game playing, achieving superhuman performance 

in games like Chess, Go, and Atari games. 
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• AlphaGo, developed by DeepMind, used RL techniques to defeat world champion Go 

players. 

• RL algorithms allow agents to learn optimal strategies through self-play and 

exploration, leading to improved gameplay. 

2. Robotics 

• RL is used in robotics to train robots to perform complex tasks and manipulate objects. 

• Agents learn to control robot movements, grasp objects, and navigate through 

environments by optimizing their policies through trial and error. 

• RL helps robots adapt to changing circumstances and handle real-world uncertainties. 

3. Autonomous Vehicles 

• RL can be applied to train autonomous vehicles to make driving decisions. 

• Agents learn to navigate traffic, follow road rules, and make safe and efficient 

maneuvers. 

• RL algorithms enable vehicles to learn from real-world data and adapt to different 

driving conditions. 

4. Recommender Systems 

• RL techniques can be used in recommendation systems to optimize user 

recommendations. 

• Agents learn from user feedback and preferences to personalize recommendations and 

improve user experience. 

• RL enables adaptive and dynamic recommendation strategies to optimize long-term 

user engagement. 

5. Healthcare 

• RL has potential applications in healthcare, including personalized treatment plans and 

optimizing resource allocation. 

• RL agents can learn treatment policies based on patient data to provide optimal care. 

• RL can be used to optimize scheduling and resource allocation in healthcare systems. 

6. Energy Management 

• RL can be employed to optimize energy consumption and management in various 

domains. 
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• Agents learn to control power generation, storage, and distribution systems to maximize 

efficiency and minimize costs. 

• RL algorithms enable adaptive and optimal decision-making in complex energy 

systems. 

7. Finance and Trading 

• RL algorithms can be used in financial applications such as algorithmic trading and 

portfolio management. 

• Agents learn to make trading decisions based on historical market data and optimize 

strategies to maximize returns. 

• RL techniques offer the ability to adapt to changing market conditions and learn from 

real-time data. 

Conclusion 

People today are always on the lookout for ways to improve their quality of life, which is why 

we've relied on technology to help us get things done quickly and efficiently.  Machines have 

traditionally been used to alleviate laborious manual tasks, but now, with the advent of AI, 

people want to build machines that aren't just powerful but also smart; this has given rise to the 

concept of machine learning, which is rapidly expanding as a field of study.  This article covers 

the broad topics of machine learning and its many applications, including supervised and 

unsupervised learning, as well as recommender systems and reinforcement learning. Unlike 

supervised and unsupervised learning, reinforcement learning may be used to and studied in 

the context of control and decision issues. Reinforcement learning has developed as an 

effective way to handling these circumstances and constructing intelligent agents due to its 

online learning capabilities, self-improvement processes, and decreased programming needs. 

In order to speed up the convergence process, this paper gives a complete assessment of 

numerous reinforcements learning algorithms that efficiently minimise the amount of states to 

be learnt and improve learning efficiency during testing.  Q-learning algorithms for multiple 

agents, which are utilised to build a realistic AI and determine Q values from historical data, 

are also explored.  Applications of reinforcement learning are also examined, shedding light 

on how this astonishing technology has achieved incredible results across a wide range of 

difficult challenges.  In addition, efforts have been made to provide some solutions to these 

difficulties through the creation of more robust and effective algorithms. As a result, modern 

reinforcement learning practises and novel methods are required to address issues with learning 
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strategies, decomposition, approximation, and the combination of partiality-related real-world 

difficulties. 
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