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Introduction
nf-core provides portable, reproducible Nextflow
based pipelines

Many cancer DBs available in commercial clouds

Bring pipelines to the data

local HPC

(Re-)analyzing public data can support own data 

WGS, WES, panel data
GATK Best-practices
Variety of tools supported
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Limited compute resources
Data download
time-consuming 

Expensive
Data upload time-consuming
Data security concerns
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Datasets can be large: 
i.e. 300GB WGS/patient (tumor/normal)
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Methods
CRAM: Storage reduction by 30-50% Change & update tools to reduce resource usage

Improve cloud usageImprove "Preprocessing":
+
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Further improve sarek workflow
Split input into equal sizes to allow precise resource requests for mapping 
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Current Results & Outlook

Tailor AWS setup & requested resources to new workflow
Evaluate other commercial cloud providers
Compare resource usage for the whole pipeline on the
local HPC: Sarek 2.6.1 vs Sarek 3.0 

New in sarek 3.0


