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Abstract
The study addresses the question, if observed changes in terms of Arctic-midlatitude linkages during winter
are driven by Arctic Sea ice decline alone or if the increase of global sea surface temperatures plays an
additional role. We compare atmosphere-only model experiments with ECHAM6 to ERA-Interim Reanalysis
data. The model sensitivity experiment is implemented as a set of four combinations of sea ice and sea
surface temperature boundary conditions. Atmospheric circulation regimes are determined and evaluated in
terms of their cyclone and blocking characteristics and changes in frequency during winter. As a prerequisite,
ECHAM6 reproduces general features of circulation regimes very well. Tropospheric changes induced by
the change of boundary conditions are revealed and further impacts on the large-scale circulation up into
the stratosphere are investigated. In early winter, the observed increase of atmospheric blocking in the
region between Scandinavia and the Urals are primarily related to the changes in sea surface temperatures.
During late winter, we find a weakened polar stratospheric vortex in the reanalysis that further impacts the
troposphere. In the model sensitivity study a climatologically weakened polar vortex occurs only if sea ice
is reduced and sea surface temperatures are increased together. This response is delayed compared to the
reanalysis. The tropospheric response during late winter is inconclusive in the model, which is potentially
related to the weak and delayed response in the stratosphere. The model experiments do not reproduce
the connection between early and late winter as interpreted from the reanalysis. Potentially explaining this
mismatch, we identify a discrepancy of ECHAM6 to reproduce the weakening of the stratospheric polar
vortex through blocking induced upward propagation of planetary waves.
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1 Introduction1

Impacts from linkages between the Arctic and mid-2

latitudes are a fundamental feature of a heterogeneously3

warming global climate, while at the same time they4

are embedded in the climate system that is domi-5

nated by natural variability. In this context, Over-6

land et al. (2021) find that conclusions on the state7

of Arctic/midlatitude weather linkages are inconsistent.8

Changes in the temperature gradients between high and9

low latitudes are the fundamental driver of the global at-10

mospheric circulation including cyclone/anticyclone ac-11

tivity in the mid and high latitudes (e.g., Akperov et al.,12

2019; Day et al., 2018; He et al., 2014). But neither Arc-13

tic Amplification itself nor its implications for global14

climate are fully understood, leading to huge endeav-15

ors to unravel the open questions with observational16

and modelling approaches (Cohen et al., 2020; Jung17

et al., 2016; Wendisch et al., 2017; MOSAiC). A ma-18
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jor focal point of research is, whether Arctic Amplifica- 19

tion has a significant influence on mid-latitude severe 20

winter weather. While observational evidence largely 21

confirms the hypothesis that Arctic Amplification con- 22

tributes to mid-latitude winter continental cooling, only 23

few modelling studies support this conclusion (Cohen 24

et al., 2020). In a more general global warming perspec- 25

tive, early model results presented in (Lupo et al., 1997) 26

show the manifestation of winter cooling anomalies in 27

midlatitudes over continents as a common consequence 28

of global warming. The mechanism involves a weakened 29

zonal circulation with more long-lived and intense atmo- 30

spheric blockings over the continents in winter as a con- 31

sequence of the warmer troposphere (see also Mokhov 32

and Petukhov, 1997; Mokhov and Semenov, 2016). 33

Our previous studies support the observational evi- 34

dence by comparing the large-scale conditions prior to 35

the year 2000 with relatively high sea ice concentra- 36

tion (SIC) in the Arctic to later years with relatively low 37

SIC. Baroclinic processes translate changed conditions 38

at the surface in terms of reduced SIC and higher surface 39

air temperatures to larger scales (Jaiser et al., 2012). 40
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Here, the most prominent feature is a climatological41

shift to mean sea level pressure (MSLP) anomalies dur-42

ing winter that resemble a negative phase of Arctic Os-43

cillation (AO) during the most recent decades. This im-44

plies weakened and more meandering jet streams and45

thus potential for more extreme weather over the con-46

tinents as described by Francis and Vavrus (2012).47

Changed large-scale circulation patterns are also found48

in the stratosphere where a weakened stratospheric po-49

lar vortex is observed, as a result of enhanced upward50

wave fluxes from planetary waves (Jaiser et al., 2013).51

By evaluating model experiments from Nakamura et al.52

(2015) with the atmospheric general circulation model53

for Earth Simulator (AFES), we confirmed that sea ice54

anomalies have the potential to exert strong upward55

wave anomalies during early winter that disturb the po-56

lar vortex (Jaiser et al., 2016). The downward influence57

of the disturbed vortex than explains the observed nega-58

tive phase of the AO during late winter through descend-59

ing anomalies as described by Baldwin and Dunker-60

ton (2001). Crasemann et al. (2017) implemented a61

regime analysis on the same model experiments with a62

focus on the North Atlantic and Eurasian sector. They63

confirm a late winter shift to a higher frequency of oc-64

currence of circulation regimes that resemble the nega-65

tive phase of the North Atlantic Oscillation (NAO) re-66

lated to low SIC. During early winter they find an in-67

crease in frequency of circulation regimes that are re-68

lated to atmospheric blocking in the Scandinavian re-69

gion. Martius et al. (2009) found that blockings impact70

stratospheric variability dependent on their geographi-71

cal location. In particular blocking highs in the Euro-72

Atlantic sector lead to upward planetary wave propaga-73

tion impacting the stratosphere. This sequence of block-74

ings and upward wave propagation in early winter, a75

weakened polar vortex during mid-winter and a follow-76

ing impact on the troposphere with negative AO-like77

anomalies during late winter is known as the strato-78

spheric pathway for linkages between Arctic and mid-79

latitudes.80

A complementing study with ECHAM6 found only81

a weak response in terms of a shift to a negative phase82

of the AO related to SIC and snow cover changes (Han-83

dorf et al., 2015). This has been attributed to a weak84

resemblance of characteristics of planetary wave prop-85

agation. A multi-model studies by Screen et al. (2018)86

further concludes with the open question if the response87

by climate models to Arctic sea-ice loss is too weak.88

Generally, this would imply model deficits. In this re-89

gard, Romanowsky et al. (2019) implemented a mod-90

ule for fast interactive ozone chemistry into ECHAM691

improving overall stratospheric dynamics. With this im-92

proved setup, they were able to confirm the findings of93

Jaiser et al. (2016). In conclusion, a potential source94

of the inconsistency between findings from observations95

and modelling considering linkages between the Arctic96

and mid-latitudes are model deficiencies.97

A different approach on explaining the model dis-98

crepancies is the question about the correct forcing that99

explains mid-latitude weather and climate extremes. In 100

other words, do we do the right sensitivity experiments? 101

Another question is, which part of the forcing has the 102

biggest explanatory power or uncovers the biggest po- 103

tential model deficit. A main focal point of this question 104

is the so-called tug-of-war between Arctic and tropical 105

forcing as brought up by Barnes and Screen (2015). 106

Even inside the Arctic a distinct dependency of the im- 107

pact on the specific region of SIC forcing was found 108

(Screen, 2017). 109

The present study investigates the influence of sea 110

surface temperature (SST) and SIC anomalies on the 111

winter large-scale circulation with a focus on linkages 112

between the Arctic and mid-latitudes in the North At- 113

lantic and Eurasian sector. To achieve this, we perform 114

dedicated sensitivity simulations with the atmospheric 115

general circulation model ECHAM6. These are ana- 116

lyzed with a variety of methods to address the intrasea- 117

sonal circulation changes in the troposphere and strato- 118

sphere and their dynamical characteristics. The sensitiv- 119

ity of the model to SST and SIC changes is assessed by 120

taking differences between the variously forced model 121

runs. 122

The analysis involves a focus on cyclone densities 123

and blocking patterns, that determine much of the im- 124

pacts on the weather scale from a changing climate or 125

our sensitivity experiments, respectively. In particular 126

blocking patterns play a major role, since they con- 127

nect tropospheric changes, and thus the tropospheric 128

pathways of polar-midlatitude linkages, to stratospheric 129

changes, and thus the stratospheric pathway. Several 130

studies indicate that the changes in blocking patterns 131

and in particular their intensification lead to upward 132

propagation of planetary waves and a consecutively dis- 133

turbed stratospheric polar vortex (Colucci and Kelle- 134

her, 2015; Kim et al., 2014; Kolstad et al., 2010; Mar- 135

tius et al., 2009; Nishii et al., 2011). We focus on the 136

Euro-Atlantic region, which plays a major role in partic- 137

ular for a more commonly displaced polar vortex (Cas- 138

tanheira and Barriopedro, 2010; Sun et al., 2015; 139

Tyrlis et al., 2019). 140

After the description of our methods and data, we 141

first discuss circulation changes in the troposphere by 142

detecting and characterizing of atmospheric circula- 143

tion regimes. We then further investigate the interac- 144

tion between troposphere and stratosphere accompa- 145

nied by a discussion of wave propagation in the critical 146

tropopause region related to atmospheric blocking. Dur- 147

ing the analysis, the focus is on separating the influence 148

from SST and SIC changes in relation to findings from 149

the ERA-Interim reanalysis. 150

2 Data and methods 151

2.1 Setup of model sensitivity study 152

This study analyses data from four model sensitiv- 153

ity experiments with the atmospheric general circula- 154

tion model (AGCM) ECHAM6 (Stevens et al., 2013). 155
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We implement version 6.3 with a spectral horizontal156

resolution of T63 (approximately 1.875° longitude by157

1.875° latitude on a Gaussian grid) and 95 vertical lev-158

els up to 0.01 hPa (approximately 80 km). The model ex-159

periments differ in their sea surface temperature (SST)160

and sea ice concentration (SIC) boundary forcing, while161

all other boundary conditions and forcing data are kept162

constant. The lower boundary forcing is implemented as163

a seasonal cycle based on monthly means and five-year164

averages from Merged Hadley-National Oceanic and At-165

mospheric Administration/Optimum Interpolation SST166

and SIC data set (Hurrel et al., 2008). In more detail167

we implement168

• Low SST (LSST) from 1979 to 1983169

• High SST (HSST) from 2002 to 2006170

• High SIC (HICE) from 1979 to 1983171

• Low SIC (LICE) from 2005 to 2009.172

The forcing data of SIC has been chosen to be com-173

parable with previous studies (Jaiser et al., 2016; Naka-174

mura et al., 2015; Romanowsky et al., 2019). The time175

period of HSST differs from the time period of LICE,176

since we wanted to achieve more balanced changes be-177

tween the state of LSST and HSST. To achieve this,178

we checked the indices of El Nino Southern Oscillation179

(ENSO, Nino-3.4 index), Pacific Decadal Oscillation180

(PDO) and Atlantic Multidecadal Oscillation (AMO)181

based on data from the Global Climate Observing Sys-182

tem (GCOS). For the LSST average, ENSO, PDO are in183

a positive phase, while AMO is in a negative phase. If184

the LICE time period had been chosen for the HSST av-185

erage, all three indices would have changed their signs.186

This would have resulted in too many potential sources187

of forcing in terms of changed large-scale circulation188

patterns. Therefore, the time period from 2002 to 2006189

was chosen as a HSST average, where only the AMO190

changes to a positive phase. In this way, our results can191

be predominantly attributed to changes in the North At-192

lantic sector, our actual region of interest in this study.193

The general setup of model experiments with different194

SST and SIC conditions at the lower boundary is simi-195

lar to PAMIP phase 1 experiments (Smith et al., 2019).196

Contrasting to them, we use forcing data related to SST197

and SIC change during recent decades covered by re-198

analysis data compared to pre-industrial, present-day199

and future climate forcing in PAMIP:200

Combining each two mean states of SIC and SST201

results in four forcings for model experiments: HICE-202

LSST, HICE-HSST, LICE-LSST and LICE-HSST. The203

corresponding sensitivity experiments have been set up204

as time-slice experiments. The model runs 120 years205

with perpetual boundary forcing. The first 20 years have206

been discarded from the analysis to avoid any transient207

effects at the beginning. Five meaningful differences208

result from this data that allow to disentangle the effects209

of SIC and SST changes:210

• LICE-LSST minus HICE-LSST, ice sensitivity with211

low SST background (ICE-LSST)212

• LICE-HSST minus HICE-HSST, ice sensitivity with 213

high SST background (ICE-HSST) 214

• HICE-HSST minus HICE-LSST, SST sensitivity 215

with high ice background (SST-HICE) 216

• LICE-HSST minus LICE-LSST, SST sensitivity with 217

low ice background (SST-LICE) 218

• LICE-HSST minus HICE-LSST, late minus early 219

sensitivity (late-early) 220

Throughout the study we refer to these differences be- 221

tween model runs as “sensitivities”. 222

As a reference data set, we use ERA-Interim reanaly- 223

sis data (Dee et al., 2011). The data has been divided 224

into an early period from 1979 to 2000 and a late period 225

from 2000 to 2019. This is again done in reference to 226

previous studies (Crasemann et al., 2017; Jaiser et al., 227

2012, 2013, 2016; Romanowsky et al., 2019). Both pe- 228

riods are separated between June and July 2000, since 229

we are mostly interested in the winter circulation. The 230

change between late and early period is characterized 231

by rising SST and shrinking SIC. Therefore, the change 232

of boundary forcing should be represented best by the 233

difference between LICE-HSST and HICE-LSST (late- 234

early sensitivity) from our model runs. Fig. 1 compares 235

the averaged DJF anomalies of SIC and SST in between 236

the late and early period in the ERA-Interim reanaly- 237

sis to the corresponding differences of the forcing fields 238

used in this study for the AGCM ECHAM6. While the 239

patterns look generally similar amplitudes are higher for 240

the model forcing. This is related to averaging over more 241

years in the case of the ERA-Interim reanalysis and thus 242

smoothing effects from more variability included. 243

2.2 Detection of large-scale atmospheric 244

circulation regimes 245

To identify preferred atmospheric circulation regimes 246

over the North-Atlantic-Eurasian region we applied a 247

k-means cluster algorithm to daily mean sea level pres- 248

sure (MSLP) fields of the extended winter season from 249

December to March. ERA-Interim reanalysis data is 250

analyzed from 1979 to 2019. The four ECHAM6 model 251

runs HICE-LSST, HICE-HSST, LICE-LSST and LICE- 252

HSST are corrected for shifts in their background state 253

by removing the average MSLP field between 30° N 254

and 90° N. Thereafter, the combined model dataset is 255

analyzed to ensure common regimes. The circulation 256

regimes have been determined over the region between 257

30°and 90° N and 90° W and 90° E. This is the main 258

region of initiation and influence of tropospheric and 259

stratospheric pathways linking sea ice and temperature 260

anomalies over the Nordic seas to cold temperatures 261

over Eurasia in winter (Hoshi et al., 2017, 2019; Kim 262

et al., 2014; Tyrlis et al., 2019). In particular regarding 263

the relation between blocking and stratospheric warm- 264

ing events, this region is of interest, since the corre- 265

sponding wave flux anomalies here reaches the inside of 266

the climatological stratospheric polar vortex (Colucci 267

and Kelleher, 2015). 268
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Figure 1: SIC (a, b in %) and SST (c, d row in K) anomalies averaged over December, January, February and March from ERA-Interim
data. Difference between late (2000/01 to 2018/19) and early (1979/80 to 1999/2000) period as implemented in the analysis of ERA-Interim
data (a, c). Difference between LICE (2005/06 to 2009/10) and HICE (1979/80 to 1983/84) (b) and HSST (2002/03 to 2006/07) and LSST
(1979/80 to 1983/84) (d) as implemented in the forcing of ECHAM6 sensitivity experiments.

As in e.g., Cassou et al. (2004) and Dawson and269

Palmer (2015) we identify the preferred circulations270

regimes as non-Gaussian structures in a reduced state271

space and applied the same methodology as in Crase-272

mann et al. (2017). This methodology comprises the fol-273

lowing steps:274

1. Reducing the dimensionality of the data set by an275

Empirical Orthogonal Function (EOF) analysis. In276

accordance with Crasemann et al. (2017), the sub-277

sequent steps of the analysis have been performed in278

the reduced state space spanned by the five leading279

EOF has been chosen. The five leading EOFs ex-280

plain about 58 % of variance of the SLP anomaly281

fields for the ERA-Interim data and 55 % for the282

model data. The pattern correlation of each EOFs of283

ERA-Interim and ECHAM6 is above 0.8, showing a284

comparable variability of the large-scale circulation. 285

The coordinates in this state space are provided by 286

the corresponding, unnormalized Principal Compo- 287

nent (PC) time series. The choice of 5 EOFs is a com- 288

promise between a large reduction of the dimension 289

of the state space, which is necessary to efficiently 290

perform k-means clustering in step 2, and to account 291

for at least 50 % of the total variance in this reduced 292

state space (in accordance with Dawson and Palmer 293

(2015)). 294

2. Performing a k-means cluster analysis in the reduced 295

state space with prescribed number of clusters k with 296

k = 2 . . . 8. This step assigns each time step of 297

the dataset to one of the clusters, which are then 298

interpreted as circulation regimes. 299
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3. Testing the null hypothesis of multi-normal dis-300

tribution of the probability density function by301

performing Monte Carlo simulations (cf. Dawson302

and Palmer, 2015; Straus et al., 2007) for each303

k = 2 . . . 8.304

In accordance with Crasemann et al. (2017), k = 5305

has been detected as the smallest significant parti-306

tion size which is significant at the 95 % level. Ex-307

tended Monte-Carlo simulations in reduced state spaces308

spanned by m leading EOFs (m = 2 . . . 10) revealed that309

for m < 5 the smallest partition size which is significant310

at the 95 % level is smaller than 5 but shows saturation311

at k = 5 for m ≥ 5. Therefore, five atmospheric circula-312

tion regimes have been identified by our approach. They313

will be characterized based on their mean sea level pres-314

sure (MSLP) maps and cyclone and blocking densities315

as described in Section 2.3 and 2.4.316

Differences in the relative frequency of occurrence317

of each circulation regime in each of the winter months318

have been calculated between late and early period in319

the ERA-Interim reanalysis and for the different model320

sensitivities. By applying a bootstrap test with 1000321

replicates, the significance of these differences has been322

estimated for each regime and each month.323

2.3 Detection of cyclones324

The algorithm we used to identify cyclones is based on a325

method by Bardin and Polonsky (2005) and Akperov326

et al. (2007). This algorithm has been applied and com-327

pared to other methods in a number of studies dealing328

with changes in cyclone activity characteristics in extra-329

tropical and high latitudes (e.g., Akperov et al., 2015,330

2018, 2019; Neu et al., 2013; Simmonds and Rudeva,331

2014; Ulbrich et al., 2013). Cyclones were identified332

as low-pressure regions enclosed by closed isobars on333

6-hourly maps of MSLP. The cyclone frequency was de-334

fined as the number of cyclone events per season.335

To map spatial patterns of cyclone characteristics,336

we used a grid with circular cells of a 2.5° latitude337

radius. To select robust cyclone systems, cyclones with338

a size less than 100 km and a depth less than 1 hPa339

were excluded. All cyclones over regions with surface340

elevations higher than 1000 m were also excluded from341

the analysis due to large uncertainties in the MSLP fields342

resulting from their extrapolation to sea level. More343

details of this algorithm and its application for detection344

of the variability and changes in the cyclone activity over345

the Arctic have also been discussed in previous studies346

(e.g., Akperov et al., 2015; Zahn et al., 2018).347

2.4 Detection of atmospheric blockings348

Detection of atmospheric blockings was performed349

with the bidimensional extension of the (Tibaldi and350

Molteni, 1990) index developed by (Scherrer et al.,351

2006). It is based on reversals of the meridional gradi-352

ent of the daily geopotential height at 500 hPa at every 353

grid point between 35° N and 75° N with 2.5° step. A 354

grid point is considered blocked when the reversal of 355

the meridional gradient south of this grid point is ob- 356

served simultaneously with the presence of a strong pos- 357

itive meridional gradient to the north of the same grid 358

point for 5 or more consecutive days for at least 15° of 359

continuous longitude. 360

2.5 Analysis of interaction between 361

troposphere and stratosphere 362

For the analysis of large-scale circulation changes over 363

the Arctic region and in particular the interaction be- 364

tween stratosphere and troposphere, we use 21-day run- 365

ning mean polar cap averages (zonal mean data aver- 366

aged from 65° N to 88° N) of temperature. The time and 367

height varying data is then plotted for the five abovemen- 368

tioned model sensitivities of the AGCM ECHAM6 and 369

the late minus early difference of the ERA-Interim re- 370

analysis. A nonparametric Mann-Whitney U test (Mann 371

and Whitney, 1947) has been implemented to test for 372

significance of the obtained differences at a 95 % confi- 373

dence level together with an additional false discovery 374

rate correction with α = 0.1 (Benjamini and Hoch- 375

berg, 1995; Wilks, 2016). Our diagnostic of vertical 376

wave propagation is based on the vertical component of 377

localized Eliassen Palm (EP) flux vector Eu defined in 378

Trenberth (1986), which points in the direction of rel- 379

ative group velocity. The calculation of corresponding 380

meridional heat fluxes implements covariances based on 381

a 21-day running mean over daily data. The daily data 382

has been treated with a 10-day low-pass filter (Black- 383

mon and Lau, 1980) to retain only quasi-stationary 384

planetary scale variations after the seasonal cycle had 385

been removed. The seasonal cycle is based on the 31-day 386

running mean data averaged over 1980 to 2018 for ERA- 387

Interim or all years from each separate ECHAM6 model 388

experiment, respectively. To connect blocking-related 389

tropospheric changes to stratospheric changes, we de- 390

velop a regression-based analysis between geopotential 391

heights at 300 hPa and EP flux at 100 hPa, which is 392

described more closely in the results section. A com- 393

plementary analysis of conventional EP flux (Andrews 394

and McIntyre, 1976) has been performed. Calculation 395

and scaling of the cross sections is based on Jucker 396

(2021a, b). 397

3 Results 398

3.1 Characteristics of circulation regimes 399

A first step of our systematic analysis is to find regimes 400

of the atmospheric general circulation during winter 401

(from December to March), characterize them, and com- 402

pare them between model and reanalysis data. We iden- 403

tify the following five atmospheric circulation regimes 404

with their MSLP anomaly patterns displayed in Fig. 2: 405
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Figure 2: MSLP patterns of atmospheric circulation regimes in hPa averaged over the days assigned to the regime noted in each row derived
from data of December, January, February and March in ERA-Interim (left) and ECHAM6 (right).
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• Atlantic low-pressure regime (ATL, Fig. 2a, b)406

• Dipole pattern regime (DIPOLE, Fig. 2c, d)407

• Scandinavian/Ural blocking regime (SCAN,408

Fig. 2e, f)409

• Negative phase of North Atlantic Oscillation (NAO−,410

Fig. 2g, h)411

• Positive phase of North Atlantic Oscillation (NAO+,412

Fig. 2i, j)413

In general, the patterns of all five circulation regimes414

show the same basic features with similar magnitudes415

when comparing the ERA-Interim reanalysis to the416

ECHAM6 model experiments. Their corresponding pat-417

tern correlations are above 0.7. This means, from an418

MSLP perspective, variability leads to very similar dom-419

inant large-scale circulation patterns. We performed sev-420

eral checks on the robustness of the determination of421

regimes. Instead of using the whole winter we per-422

formed the analysis for each month separately. Instead423

of performing the analysis for the combined set of all424

four model experiments, we determined regimes in each425

model experiment separately. Each of these checks re-426

sulted in very similar regimes. Therefore, we settled427

with our method of defining the atmospheric circulation428

regimes for the whole winter and for all model experi-429

ments together. As a result, it is ensured that they can be430

compared between the model runs by taking differences431

of their frequency of occurrence, since they are all based432

on the exact same definition.433

In addition to the MSLP patterns we further derived434

the cyclone and atmospheric blocking frequencies asso-435

ciated with the five circulation regimes (Fig. 3 and 4).436

The patterns are very similar if the same regime is com-437

pared between model and reanalysis. Consistently, cy-438

clone frequencies are reduced where higher blocking439

frequencies are observed and vice versa. Nevertheless,440

there is a general tendency of blockings to occur less fre-441

quent in ECHAM6 compared to ERA-Interim. Studies442

by Davini and D’Andrea (2016) and Schiemann et al.443

(2017) find that higher resolutions lead to more realistic444

blocking patterns and frequencies in models in particu-445

lar in the Euro-Atlantic region. This continues to be the446

case in current models but considering blocking persis-447

tence the improvement of skill from higher resolution is448

small (Schiemann et al., 2020). In conclusion, the rel-449

atively low T63 resolution of ECHAM6 in our exper-450

iments potentially explains the bias to generally lower451

blocking frequencies.452

Based on that data, we characterize the five atmo-453

spheric circulation regimes in the following way. The454

ATL pattern is generally similar to the East Atlantic /455

Western Russia teleconnection pattern (Eurasia-2 pat-456

tern by Barnston and Livezey, 1987) in its negative457

phase. Its most prominent feature is a strong negative458

MSLP anomaly over the North Atlantic (Fig. 2a, b). Ac-459

cordingly, Figs. 3a and b show high cyclone frequencies460

between Greenland, south of Iceland and Scandinavia461

(Fig. 3a, b). At the same time, this regime is character-462

ized by the lowest blocking activity (Fig. 4a, b). Fur-463

thermore, we note that this is the regime with the lowest 464

pattern correlation between reanalysis and model with 465

r = 0.70. The reanalysis regime (Fig. 2a) features a more 466

meridional aligned dipole pattern over the North At- 467

lantic. In ECHAM6 (Fig. 2b) the overall weaker positive 468

MSLP anomalies have their centers of action on practi- 469

cally the same latitude as the negative MSLP anomaly. 470

Furthermore, they are shifted to the west in comparison 471

to the ERA-Interim reanalysis results. 472

The DIPOLE regime is characterized by a positive 473

MSLP anomaly over the North Atlantic and a negative 474

anomaly over the northern part of the Eurasian conti- 475

nent centered around 45° E longitude and 60° N lati- 476

tude (Fig. 2c, d). Cyclones related to this circulation 477

regime are located more north over the Barents Sea 478

with some extensions into the continent around west- 479

ern Russia and a smaller maximum close to the south- 480

ern tip of Greenland (Fig. 3c, d). The average block- 481

ing pattern includes a maximum frequency centered over 482

Great Britain (Fig. 4c) or slightly shifted southwards to 483

the Bay of Biscay in our model experiments (Fig. 4d), 484

respectively. This is in agreement with the pressure 485

anomaly and leads to cyclones being forced more to- 486

wards the north leading to their maximum occurrence 487

in high latitudes. Pattern correlation of MSLP between 488

ERA-Interim (Fig. 2c) and ECHAM6 (Fig. 2d) is very 489

high for this regime with r = 0.91. 490

The SCAN regime is characterized by a large pos- 491

itive MSLP anomaly centered over Scandinavia but 492

ranging from the North Atlantic far into West Siberia 493

(Fig. 2e, f). Correspondingly, we find a very low fre- 494

quency of cyclones over Europe and Russia (Fig. 3e, f). 495

Cyclones are bound to the region around Greenland in 496

this circulation regime. The North Atlantic storm track 497

extents well into the Arctic with very high cyclone fre- 498

quencies west of Spitzbergen. Furthermore, cyclone fre- 499

quencies are particularly low between Scandinavia and 500

the Urals region. A corresponding maximum of high- 501

latitude blockings is consistently found in the region of 502

the positive pressure anomaly with its maximum over 503

Scandinavia (Fig. 4e, f). In the ERA-Interim reanalysis, 504

a secondary maximum is also located at the region of the 505

Ural. Although the analysis of blockings always shows 506

lower frequencies of occurrence in ECHAM6 compared 507

to ERA-Interim, it is reasonably elevated in this circula- 508

tion regime. The spatial correlation of the MSLP pattern 509

between ERA-Interim (Fig. 2e) and ECHAM6 (Fig. 2f) 510

is moderate with r = 0.78. This is likely due to the over- 511

all lower intensity of the high-pressure anomaly. 512

The NAO− regime is characterized by a positive 513

pressure anomaly close to Iceland and negative pres- 514

sure anomaly west of Europe (Fig. 2g, h). This closely 515

resembles the well-known teleconnection pattern. For 516

this circulation regime we detect blocking mostly over 517

Greenland (Fig. 4g, h) that forces the North Atlantic 518

storm tracks to the south with corresponding cyclone 519

frequency in this region (Fig. 3g, h). At the same time, 520

we detect higher cyclone frequencies at the Norwegian 521

coast and over the Barents Sea. Pattern correlation of 522
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Figure 3: Cyclone frequency of atmospheric circulation regimes averaged over the days assigned to the regime noted in each row derived
from data of December, January, February and March in ERA-Interim (left) and ECHAM6 (right). Frequency has been normalized to
cyclones per month.
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Figure 4: Blocking frequency of atmospheric circulation regimes averaged over the days assigned to the regime noted in each row derived
from data of December, January, February and March in ERA-Interim (left) and ECHAM6 (right). Frequency has been normalized to
blocking days per month.
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MSLP between ERA-Interim (Fig. 2g) and ECHAM6523

(Fig. 2h) is highest for this circulation regime with524

r = 0.98.525

The NAO+ regime shows a north-south dipole of526

MSLP with low pressure in the north (Fig. 2i, j). Com-527

pared to the NAO− regime, the MSLP pattern is wavier528

and its centers of action are shifted eastward. This well-529

known behavior appears, if the NAO teleconnection pat-530

tern is not defined by a Principal Component Analysis531

(Cassou et al., 2004; Peterson et al., 2003). We find532

a characteristic shift of the maximum of cyclone fre-533

quency to the north extending into the Arctic North534

Atlantic region and reaching parts of Siberia as well535

(Fig. 3i, j). In particular Europe is dominated by block-536

ing anticyclones in the mid-latitudes. Pattern correlation537

between the MSLP fields of ERA-Interim (Fig. 2i) and538

ECHAM6 (Fig. 2j) is high with r = 0.91, although some539

differences are visible in high latitude regions with a540

more wave-like pattern in ERA-Interim.541

The circulation regimes can be grouped by their cy-542

clonic and blocking characteristics. SCAN and NAO−543

show pronounced high latitude blockings. The ATL544

and NAO+ regimes are clearly dominated by cyclones545

with strong storm tracks over the North Atlantic. The546

DIPOLE regime is in between with relatively high cy-547

clone frequencies in the Barents Sea region that further548

penetrate the continents like detected in more cyclone549

dominated regimes. At the same time regions more to550

the south are influenced by strong blocking. On the note551

of continental cyclones, the NAO− regime stands out as552

well with relatively high frequencies over eastern Eu-553

rope and western Russia.554

Table 1 gives the overall distribution of circulation555

regimes in the ERA-Interim reanalysis and the com-556

bined experiments with the ECHAM6 model. In the557

ERA-Interim reanalysis all regimes occur evenly dis-558

tributed if accounted for the whole time series. The559

most frequent regime is NAO+ with 20.8 %. The NAO−560

regime occurs only in 18.6 % of all days during win-561

ter and is the least frequent regime. If compared to562

the ECHAM6 model, the ATL, DIPOLE and NAO−563

regimes occur at very similar frequencies around 20 %.564

The most frequent circulation regime in all ECHAM6565

runs combined is the ATL regime with 22.6 %, which is566

a rather strong deviation. The least frequent regime is the567

NAO+ with 17.5 %, which is a clear discrepancy com-568

pared to ERA-Interim reanalysis, where NAO+ was the569

most frequent regime. Nevertheless, we note that NAO+570

and ATL are similar regimes in terms of intense storm571

tracks over the Atlantic. Therefore, differences in alloca-572

tion to these two regimes may not be significant in terms573

of shifted climatology or variability. In the following we574

use these identified regimes to evaluate changes in the575

states of the general circulation relative to our scenario576

runs and thus different boundary forcings.577

3.2 Frequency changes of circulation regimes578

Changes in the frequency of occurrence of the five dif-579

ferent circulation regimes correspond to changes in the580

Table 1: Table 1: Frequency of occurrence of each regime in ERA-
Interim and the combined ECHAM6 experiments in percent during
the combined winter month from December to March. Differences
of the sum from 100 % due to rounding errors.

Model ATL DIPOLE SCAN NAO− NAO+

ERA-Interim 20.4 20.4 19.9 18.6 20.8
ECHAM6 22.6 20.5 20.5 19.0 17.5

state of the general circulation. Quantitative differences 581

of frequency for each sensitivity and month during win- 582

ter are shown in Fig. 5. Color highlighting gives an easy 583

view on increasing (red) and decreasing (blue) signifi- 584

cant changes, with the intensity of the color describing 585

the level of significance. 586

Data from the ERA-Interim reanalysis shows overall 587

fewer significant changes of frequency of the circulation 588

regimes than the model sensitivities. Presumably, this is 589

related to statistical effects, because the time series is 590

shorter with only 40 years in total split into two sam- 591

ples that are compared. In comparison, the ECHAM6 592

sensitivities consist of two model runs with 100 years 593

each. Generally, more samples lead to better statistics 594

and robustness. Furthermore, variability is larger in the 595

reanalysis with additional natural variability from forc- 596

ing or boundary conditions that are fixed or constraint in 597

our ECHAM6 experimental setup. 598

Within the ensemble of model sensitivities, the gen- 599

eral significance of changes of regime occurrence is 600

lower for the sensitivity on ICE compared to SST or late 601

early. The forcing from reduced SIC has a weaker ef- 602

fect on the large-scale circulation than the forcing from 603

increased SST. Reduced SIC changes the forcing of the 604

atmosphere from higher heat fluxes from the prescribed 605

open ocean in rather confined regions in the polar re- 606

gions only. In comparison, increasing SST is a global 607

phenomenon with a therefore stronger impact. There- 608

fore, this result based on overall significance only is not 609

unexpected. Still, this puts the small SIC change in a dif- 610

ferent perspective, since they are strong enough to lead 611

to several significant circulation changes. 612

Analyzing the general temporal behavior of the cir- 613

culation regimes, we find a notable difference between 614

early and late winter. December and January are of- 615

ten consistent between the different sensitivities. It is 616

mostly the ICE sensitivity that stands out with different 617

signs or no significance at all. This finding is a motiva- 618

tion to view December and January as a combined early 619

wintertime period. The corresponding late winter pe- 620

riod (February and March) shows a lot more variability 621

among the sensitivities but also between the two months. 622

During early winter we detect only two significant 623

changes in regime frequencies in the ERA-Interim re- 624

analysis data between the late and early period. The 625

SCAN regime occurs more often in December and Jan- 626

uary, while the DIPOLE regime occurs less frequent in 627

December only. In direct comparison this can be in- 628

terpreted as a northward shift of blockings and west- 629
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Figure 5: Frequency changes of circulation regimes in percent of days during the given month between periods or sensitivity runs,
respectively. Names of sensitivities are indicated in Section 2.1, ERA-Interim denotes its late minus early difference. Coloring defines
significance: 90 % (light), 95 % (middle), 99 % (dark).

ward shift of cyclone density over the North Atlantic.630

The change of the SCAN regime is reproduced by the631

ECHAM6 SST and late-early sensitivity. Higher SSTs632

result in more blockings in the Scandinavian region. In633

contrast, the ICE sensitivity results in no changes of634

SCAN frequency or even a slightly significant decrease635

for low SIC. Nevertheless, we note that the SST sen-636

sitivity is higher for a low SIC background based on637

the magnitude of frequency change. In a linear view,638

this might be explained by a more exposed sea surface639

when SIC is reduced. The decrease of frequency of the640

DIPOLE regime is reflected by a similar but mixed re-641

sponse in the ECHAM6 sensitivities. SIC reduction as642

well as SST increase lead to reduced DIPOLE occur-643

rence, but with varying significance between December644

and January. The significant frequency change in ERA-645

Interim in January is only reproduced by the late-early,646

ICE-HSST and SST-LICE sensitivities, where for the647

latter ones the background state corresponds to the late648

state, respectively.649

The ECHAM6 sensitivities show additional signifi-650

cant changes of regime frequencies in early winter. An651

increase of NAO− frequency is pronounced for the SST652

sensitivities. This represents a further increase of high653

latitude blocking patterns in conjunction with the in-654

crease in SCAN frequency. We conclude that ampli-655

fied blocking patterns as detected in ERA-Interim dur-656

ing early winter are potentially more related to SST657

increase, since they primarily appear in corresponding658

SST sensitivities. Furthermore, their increase in fre-659

quency is at the expanse of more cyclone dominated cir-660

culation regimes like ATL and NAO+. The SIC response661

is more mixed without a clear general conclusion. Yet, 662

the late-early sensitivity shows a very robust signal given 663

that SIC decrease and SST increase operate simultane- 664

ously. 665

The predominant response in late winter in the ERA- 666

Interim reanalysis is an increase of frequency of the 667

NAO− regime. In March, we further diagnose a signif- 668

icant increase in the DIPOLE regime and a decrease of 669

occurrence of the SCAN regime. This results in distri- 670

bution of blockings away from Scandinavia to the west 671

and south. This also results in higher cyclone densities in 672

the Barents Sea region. In February there is a moderately 673

significant shift from NAO+ to NAO− frequency. This is 674

related to a northward shift of blockings and southward 675

shift of storm tracks. 676

Model sensitivities are relatively inconsistent with 677

these findings in late winter. The March increase in 678

DIPOLE frequency is reproduced by SST sensitivity. 679

We also find a consistent interplay with a decreas- 680

ing ATL frequency, which results in a generally re- 681

duced cyclone density. While the ATL regime shows no 682

significant changes in the ERA-Interim reanalysis, the 683

NAO+ regime does show a corresponding decrease. We 684

note here that these two circulation regimes are very 685

similar in terms of the storm track intensity over the 686

North Atlantic and that their overall frequency of oc- 687

currence shifts between the ERA-Interim reanalysis and 688

the ECHAM6 model. Therefore, the shift to a reduced 689

NAO+ regime frequency in the ERA Interim reanaly- 690

sis in February and the shift to a reduced ATL regime 691

frequency in the ECHAM6 SST sensitivities mostly in 692

March might be related, although they are delayed. 693
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In late winter we further detect a strong response694

to SIC changes. The NAO− regime occurs significantly695

less frequent for reduced SIC in ECHAM6, which is696

also dominant in the late-early response in February. The697

ATL regime occurs more often in terms of the SIC sen-698

sitivity in February. Therefore, we find a shift towards699

more North Atlantic cyclones for reduced SIC in Febru-700

ary. This is in contradiction to the ERA-Interim result,701

where this shift occurs in opposite direction between the702

more frequent NAO− and less frequent NAO+ regime.703

During late winter, a considerable dependence of the704

changes of regime frequency on the background con-705

ditions is observed. The NAO+ regime shows that the706

SIC sensitivity flips its sign if high SST background707

(ICE-HSST) is compared to low SST background (ICE-708

LSST). A similar behavior is found for the SST sensitiv-709

ity if high SIC background (SST-HICE) is compared to710

low SIC background (SST-LICE). This implies a rather711

strong variability and nonlinear dependency of the re-712

sults on the forcing. In comparison to ERA-Interim re-713

sults, we find that these are better reproduced if the back-714

ground state represents the late climate, explicitly low715

SIC or high SST, respectively. Regardless, much of the716

results considering the late winter model sensitivity are717

rather inconclusive. Most notably, the late-early sensi-718

tivity is more often inconsistent with the ERA-Interim719

findings during late winter, which was different during720

early winter.721

In summary, SST dominates the signal in model sen-722

sitivities in terms of frequency changes of circulation723

regimes. This is particularly evident in early winter,724

when even the late-early sensitivity that involves SST725

and SIC change to a great extent agrees on the SST sen-726

sitivities. In early winter we detect a clear indication727

of higher frequency occurrence of high latitude block-728

ing patterns. In late winter, the results are more variable729

and dispersed between model and reanalysis. There is730

a continued tendency towards less cyclone dominated731

regimes, with strong dependency on the type of forc-732

ing and background state. In particular changes in the733

regimes related to the NAO teleconnection pattern are734

better reflected by SST and SIC sensitivities when the735

background state of the other forcing corresponds to the736

late state, respectively. This is an indication of the im-737

portance of the interaction of SIC and SST.738

Results presented here are consistent with Crase-739

mann et al. (2017) in terms of the ERA-Interim reanaly-740

sis. In their study, they used a different model that con-741

firmed the reanalysis results in early and late winter. The742

discussion of large-scale anomalies in the next sections743

will give some potential reasons for the differences be-744

tween reanalysis data and ECHAM6 experiments.745

3.3 Polar cap mean circulation characteristics746

In this section, we discuss large-scale circulation chan-747

ges and in particular the interaction between troposphere748

and stratosphere over the Arctic domain over the full749

seasonal cycle. The changing Arctic climate does not750

lead to impacts on the troposphere alone as discussed in 751

previous sections. Previous studies showed that a chang- 752

ing Arctic also influences the stratospheric circulation 753

through planetary wave propagation and polar vortex 754

weakening (Jaiser et al., 2013, 2016; Kim et al., 2014) 755

and these changes then feed back into the troposphere 756

(Baldwin and Dunkerton, 2001) potentially enhanc- 757

ing impacts there. This is called the stratospheric path- 758

way. Fig. 6 shows time vs. height plots of temperature 759

averaged between 65° N and 88° N for the atmospheric 760

column up to 10 hPa to diagnose these large-scale im- 761

pacts over the Arctic. We discuss the difference between 762

late and early period in the ERA-Interim reanalysis 763

and the ECHAM6 model sensitivities. In ERA-Interim 764

(Fig. 6a) we detect a general tropospheric warming 765

and stratospheric cooling that is consistent with global 766

warming. In January and February, an additional signifi- 767

cant climatological warm anomaly appears in the strato- 768

sphere. This is related to more stratospheric warmings 769

during the late period that have been related to reduced 770

sea ice conditions in previous studies (Kretschmer 771

et al., 2018). In March and April, we find a cold anomaly 772

in the stratosphere potentially related to the warming in 773

the previous months. If the vortex breaks down or is 774

weakened in January or February, it reemerges in the fol- 775

lowing months. This reemerged vortex during late years 776

is related to colder temperatures compared to early years 777

when the vortex is weakened during early spring more 778

often. Generally, the cold-warm-cold sequence of tem- 779

perature anomalies encompassing a stratospheric warm- 780

ing is typical (see Baldwin and Dunkerton, 2001, 781

where cold anomalies correspond to a stronger vortex 782

and warm anomalies to a weaker vortex). Still, the ques- 783

tion is, if other forcing like SST increase may also play 784

a key role. 785

Temperature anomalies for the SIC sensitivity 786

(Fig. 6c and d) barely show significant differences. We 787

detect strong surface warming related to the enlarged 788

prescribed open ocean area with more heat flux in lower- 789

most atmosphere between September and May. Further- 790

more, there is some weak but significant stratospheric 791

cooling during summer. A potential explanation is a 792

weak uplift of the tropopause that is not significant itself. 793

Since there is only weak variability in the stratosphere 794

during summer, the very weak anomaly could become 795

significant there. 796

SST increase has a much stronger impact on large 797

scales as displayed in Fig. 6e and f. We detect a strong 798

warming of the whole troposphere throughout the year. 799

The impact of SST alone without any SIC or CO2 800

changes is stronger than any tropospheric temperature 801

changes observed in the ERA-Interim reanalysis. While 802

we observe cold anomalies in ERA-Interim between 803

March and December that are related to CO2 increase, 804

the warming extends into the stratosphere in ECHAM6 805

with the exception during winter. A potential explana- 806

tion lies in the strength of the forcing. The difference of 807

the forcing patterns for our low and high SST simula- 808

tions (Fig. 1d) indicate stronger SST differences com- 809
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Figure 6: Temperature difference averaged over polar cap between 65° N and 88° N in K. Top row: ERA-Interim late minus early (a)
and ECHAM6 late-early sensitivity implying SST increase and SIC reduction (b). Middle row, ICE sensitivity: ECHAM6 LICE minus
HICE with LSST background (c) and with HSST background (d). Bottom row, SST sensitivity: ECHAM6 HSST minus LSST with HICE
background (e) and LICE background (f). Differences with FDR corrected significance below 0.95 are hatched.

pared to the difference between the two time periods in810

ERA-Interim data (Fig. 1c). Nevertheless, the strength811

of the detected temperature increase throughout the at-812

mospheric column over the Arctic is unexpectedly am-813

plified. Additional diabatic forcing from the prescribed814

warmer ocean increases the heat energy content of the815

whole atmosphere in our experiment, where it is not set816

off by radiative processes from increasing CO2 in the817

stratosphere or other effects. At the tropopause we find818

changed temperature gradients that are related to an up-819

lift of the tropopause, consistent with a general warm-820

ing. The significant warming signal in the stratosphere821

changes during late autumn and early winter. The ampli-822

tudes of the warm anomalies increase. This potentially823

indicates that higher SST and the generally warmer at-824

mosphere led to a disturbed onset of the formation of the825

polar vortex. We note that this impact is more continu-826

ously detected from October to December for the low827

SIC background state in Fig. 6f, while for the high SIC828

background in Fig. 6e the significant warming signals829

are interrupted. The following winter is different, and830

we do not detect such general significant changes. Po-831

tentially, this is related to the polar stratosphere being 832

isolated during winter with the presence of the strato- 833

spheric polar vortex. 834

Comparing the tropospheric impact of SST and SIC 835

changes, we find a large difference in the extent of the 836

warming. For changing SSTs, the whole troposphere is 837

affected almost year-round, while for SIC changes, only 838

the lowermost levels warm during autumn, winter, and 839

spring. We do not find warming related to SIC changes 840

in summer, because here the additional open sea sur- 841

face is not warmer than the atmosphere. The differences 842

in the vertical distribution of the warming are related 843

to differences in the energy transport. Generally, the 844

changes in SSTs are global. Thus, there is a potential 845

of warming being advected into the Arctic from lower 846

latitudes, which is not present when only SIC changed. 847

Furthermore, Audette et al. (2021) discuss changes of 848

eddy heat transport in PAMIP experiments (Smith et al., 849

2019), that are similarly set up with prescribed SST and 850

SIC anomalies. They find that warming SSTs enhance 851

the poleward eddy heat transport into the Arctic, while 852

decreasing SIC reduces the poleward eddy heat trans- 853
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port into the Arctic. This effect potentially explains the854

differences in the middle and upper troposphere, since855

temperature changes in these altitude regions are more856

affected by advection than by local changes of boundary857

conditions.858

In both SIC and SST sensitivities we have addi-859

tional information on the impact of the background state860

of SST and SIC, respectively. Nevertheless, the im-861

pact of the respective background state is weak in our862

climatological analysis. The most prominent feature is863

a negative anomaly in January followed by a positive864

anomaly in February around 10 hPa in the SST sensitiv-865

ity with low SIC background (Fig. 6f). It indicates a shift866

of stratospheric warmings from January to March, but867

without a significant impact on the lower stratosphere.868

Still, this increase in significant anomalies indicates that869

the SST impact on the winter stratosphere is more pro-870

nounced for low SIC conditions. This is further con-871

sistent with the more significant warming signal in the872

early winter stratosphere related to SST increase with873

low ice background.874

Neither SST nor SIC forcing alone do explain the ob-875

served increase in stratospheric warmings during winter876

in the ERA-Interim reanalysis, which is why we further877

want to address the combined forcing. The correspond-878

ing late-early sensitivity (Fig. 6b) is generally dominated879

by the SST sensitivity, where we detect a general warm-880

ing throughout the atmospheric column except for win-881

ter. Now, the combined SST and SIC forcing leads to a882

significant stratospheric warming signal in March that883

is comparable to ERA-Interim results but more than a884

month later. Arguably, this is not a very good agreement885

not only because of the timing difference, but also be-886

cause of the differences in vertical levels that are sig-887

nificant. While significant differences are found in the888

lower stratosphere in ERA-Interim, they are found only889

in higher levels stratosphere in ECHAM6. Nevertheless,890

this result indicates that it needs forcing from higher891

SSTs and reduced SIC in our experiments to achieve892

a weak albeit significant change of the winter strato-893

spheric circulation in terms of a warming signal.894

A previous study by Romanowsky et al. (2019) ana-895

lyzed the ICE-LSST sensitivity as well. They showed896

that by implementing a fast stratospheric ozone chem-897

istry module, the results become more consistent with898

the ERA-Interim reanalysis in terms of late-winter899

stratospheric warming. In context of our results pre-900

sented here, there are two factors that lead to a better901

representation of stratospheric behavior in the ECHAM6902

model when compared to the ERA-Interim reanalysis:903

One is about the strength of the forcing anomalies and904

the other is about improving model dynamics and thus905

increasing its sensitivity. The need to address these fac-906

tors is a general finding that has also been discussed in907

Screen et al. (2018).908

The impact of the stratospheric anomalies discussed909

here typically is a reduced westerly circulation in the tro-910

posphere, which manifests as a negative NAM, AO or911

NAO (Baldwin and Dunkerton, 2001; Jaiser et al.,912

2016; Nakamura et al., 2015; Romanowsky et al., 913

2019). Here, we performed a regime analysis where neg- 914

ative NAO conditions are represented by one of the de- 915

tected circulation regimes. In agreement with Crase- 916

mann et al. (2017) and their modelling results with a 917

different AGCM, we detect an increase in this specific 918

regime in February and March in the ERA-Interim re- 919

analysis. This change of frequency is not clearly present 920

in any of the model sensitivities. We only find an in- 921

crease in NAO− frequency in March in the ICE-HSST 922

and SST-LICE sensitivity. These are those sensitivities, 923

where the background state represents late conditions. 924

Although there are no significant temperature anoma- 925

lies, they show some weak signs of stratospheric warm- 926

ings in late winter. In terms of the late-early sensitiv- 927

ity, the stratospheric warming occurs later than in the 928

reanalysis data, potentially leading to a delayed tropo- 929

spheric signal. Nevertheless, an extended analysis of cir- 930

culation regimes in April does not reveal any additional 931

significant changes. This might be related to the miss- 932

ing significance of stratospheric signals in the lower 933

stratosphere, indicating reduced consistent impacts on 934

the troposphere. The inconsistent late winter results in 935

our regime analysis might be explained by the missing 936

impact of the stratospheric pathway or its too weak im- 937

pact. Here, potential model deficits potentially play a 938

role (Romanowsky et al., 2019). 939

3.4 Interaction between troposphere and 940

stratosphere 941

The influence from tropospheric changes on the strato- 942

spheric circulation is carried by vertically propagation 943

planetary waves that deposit their momentum. To diag- 944

nose this process, an analysis of conventional Eliassen- 945

Palm flux (Andrews and McIntyre, 1976) has been 946

performed. We show this analysis for the combined early 947

winter period December and January, while ensuring 948

that a monthly analysis as well as the following time 949

period does not show any conflicting results. 950

Significance of the anomalies of conventional EP 951

flux vector and its divergence is very low. Significance 952

is shown in Fig. 7 for divergence only but is discussed 953

here for the vector as well. In ERA-Interim, none of 954

the anomalous vectors is significant, while divergence 955

shows some small patchy areas of significance. The sig- 956

nificance for the divergence is generally higher than for 957

the vector components. The anomalous conventional EP 958

flux vectors of ECHAM6 sensitivities are never signif- 959

icant if only SIC is changed. For the SST sensitivities, 960

we find significant changes of the vectors only south 961

of 60° N. Therefore, no significant changes of wave 962

propagation are found in polar regions, and we cannot 963

conclude on a relation to the stratospheric polar vortex. 964

Correspondingly, significance of EP flux divergence is 965

very low. It highlights some lower stratospheric areas 966

south of 60° N and tropospheric areas south of 70° N in 967

the SST sensitivities only. Regions in the Tropics are af- 968
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Figure 7: Conventional EP flux cross section with EP flux vector in m3 and divergence in m/s/d in early winter (DJ). Top row: ERA-Interim
late minus early (a) and ECHAM6 late-early sensitivity implying SST increase and SIC reduction (b). Middle row, ICE sensitivity: ECHAM6
LICE minus HICE with LSST background (c) and with HSST background (d). Bottom row, SST sensitivity: ECHAM6 HSST minus LSST
with HICE background (e) and LICE background (f). Differences of EP flux divergence with FDR corrected significance below 0.95 are
hatched. Significance of the vector is not indicated, but generally lower.

fected by changing SSTs in early winter, while signifi-969

cant impacts on the stratospheric polar vortex region is970

not found.971

Early winter changes of the polar stratosphere in972

ERA-Interim in Fig. 7a are dominated by enhanced up-973

ward conventional EP flux, while the divergence is nega-974

tive. This indicates additional wave forcing from the tro-975

posphere into the stratosphere that decelerates the west-976

erly flow. Most lower to middle tropospheric changes are977

diagnosed in mid to high latitudes and some very weak978

upward flux penetrates the critical tropopause layer be-979

tween 60° N and 70° N. Further vector and divergence980

anomalies can be found south of 40° N. Looking at the981

vectors, these seem to be isolated in the subtropical982

higher troposphere without continuing anomalies to the983

stratosphere. Nevertheless, we emphasize again to be984

cautious with these results, since there is barely any sta-985

tistical significance.986

An influence on the region of the stratospheric po- 987

lar vortex from changes in wave propagation is not ev- 988

ident from model results. Neither a change of EP flux 989

vectors nor an anomalous divergence is diagnosed in the 990

region north of 60° N in Figs. 7b–f. Changing SIC only 991

does not lead to any noteworthy anomaly (Figs. 7c, d). 992

Changing SST seems to have a relatively strong impact 993

on the higher troposphere south of 60° N (Figs. 7b, e, f). 994

It partially resembles some of the anomalies found in 995

the reanalysis, with more negative divergence anomalies 996

in mid-latitudes. In low latitudes the model shows only 997

a positive divergence anomaly, while the counterclock- 998

wise rotation of the vector anomalies is similar to the 999

reanalysis. In conclusion, there is some agreement be- 1000

tween reanalysis and model in the troposphere related 1001

to SST changes, but there is no indication of an interac- 1002

tion between troposphere and the polar stratosphere in 1003

the model from changed lower boundary conditions. 1004
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Figure 8: Regression maps between geopotential height anomalies in 300 hPa and vertical component of EP flux in 100 hPa. Daily values
during December and January of both quantities are averaged for 10° longitude bins between 45° N and 88° N. Color shows regression
slope between the bins of a corresponding longitude. Side panels show the climatological mean value (continuous) and added standard
deviation (dashed) of geopotential height (bottom) and vertical EP flux (left), respectively. Correlation with FDR corrected significance
below 0.95 is hatched.

Although not significant, the results show additional1005

upward EP flux from the troposphere into the strato-1006

sphere and a deceleration of the zonal wind in the po-1007

lar vortex region for the difference between the late and1008

early period in the ERA-Interim reanalysis data. This1009

is consistent with findings from the previous sections.1010

Nevertheless, the conventional EP flux cannot resolve a1011

regional relation between blockings and upward wave1012

propagation. Therefore, we implement the localized EP1013

flux (Trenberth, 1986) for a zonally resolved analy-1014

sis. As a hypothesis, a local anomaly of upward EP flux1015

could still exist in the model as well, which is masked1016

by other opposite anomalies in other regions and thus is1017

invisible in the zonal mean diagnostics.1018

3.5 Blocking induced upward wave flux1019

Blockings alter the large-scale tropospheric circulation1020

and thus have the potential to change the propagation of1021

planetary scale waves. These waves propagate vertically1022

and potentially disturb the stratospheric polar vortex.1023

Corresponding anomalies then propagate downwards1024

and disturb the tropospheric circulation. This typically1025

leads to a disturbed westerly circulation. Among others,1026

studies by Baldwin and Dunkerton (2001), Nishii1027

et al. (2009, 2011), Kolstad et al. (2010), Colucci and1028

Kelleher (2015) form a basis to describe this mecha-1029

nism.1030

Geopotential heights at 300 hPa have been found to1031

be a good measure for Arctic anticyclones (Wernli and1032

Papritz, 2018) generating seasonal circulation anoma-1033

lies. We extend this criterion to a more hemispheric1034

measure of anticyclonic or blocking activity. Therefore,1035

we take daily 300 hPa geopotential heights averaged be-1036

tween 45° N and 88° N, remove the zonal mean and av-1037

erage it for 10° longitude bins.1038

Vertical wave flux at 100 hPa is a critical measure1039

for wave energy that passed the tropopause region and1040

can freely propagate into the stratosphere potentially 1041

interacting with the polar vortex. To relate it to the 1042

afore mentioned geopotential height anomalies, we take 1043

the vertical component of localized EP flux at 100 hPa 1044

and average it between 45° N to 88° N in 10° longitude 1045

bins. In comparisons to the conventional EP flux, the 1046

localized form is zonally resolved which is necessary to 1047

find potential relations to geopotential height anomalies. 1048

Jaiser et al. (2016) already showed that this localized 1049

EP flux is stronger related to the Barents Kara Sea region 1050

than in a full polar cap mean. 1051

We now perform a regression between the data of 1052

geopotential height at 300 hPa and vertical localized EP 1053

flux at 100 hPa as described before, where the linear re- 1054

sponse of localized EP flux is derived dependent on the 1055

geopotential height anomaly. We apply this method to 1056

the time series of daily data from December and Jan- 1057

uary. We further address the geographical dependency 1058

by performing the regression between all longitude bins 1059

of both variables in our region of interest between 90° W 1060

and 90° E. Thus, we identify spatial lags between both 1061

variables. 1062

Fig. 8a shows the corresponding regression coeffi- 1063

cients for ERA-Interim reanalysis data. The most pro- 1064

nounced feature is a positive regression coefficient be- 1065

tween geopotential heights between 0° E and 60° E and 1066

vertical EP flux between 30° E and 90° E. This is the re- 1067

gion, where the SCAN regime discussed in the regime 1068

analysis has its main center of action in terms of block- 1069

ings (cf. Fig. 2e). The significant positive regression 1070

slope indicates that positive geopotential heights (block- 1071

ings) are related to vertical wave propagation anomalies 1072

above the tropopause with a 10° to 30° eastward (down- 1073

stream) shift. The additional vertical EP flux emerges 1074

from a region with climatological low vertical wave 1075

propagation, indicating high potential to disturb the 1076

stratospheric polar vortex. We further find negative re- 1077
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gression coefficient that are more related to the Ural1078

blocking around 60° E. This region of blocking is also1079

included in the SCAN regime that occurs more often in1080

the late time period. Negative regression coefficients in-1081

dicate that vertical wave propagation further to the west1082

around the two minima at 30° E and 60° W is reduced if1083

blocking occurs around 60° E. In conclusion, the block-1084

ing anomalies related to a more frequent SCAN regime1085

lead to a shift of upward wave flux from west to east.1086

The changed position of the upward flux alters the wave-1087

mean flow interaction and thus has the potential to im-1088

pact the polar vortex differently. The sensitive region1089

we detected here is in agreement with several previous1090

studies (e.g. Kolstad et al., 2010; Martius et al., 2009;1091

Nishii et al., 2011; Woollings et al., 2010). These find-1092

ings show that our method is feasible to describe how1093

increased blocking frequencies in high latitudes can ini-1094

tiate the stratospheric pathway.1095

The relation between geopotential height anomalies1096

and vertical wave propagation is different in ECHAM6.1097

Fig. 8b shows the corresponding regression map for1098

all ECHAM6 experiments combined. Again, the most1099

prominent signal is a positive regression coefficient with1100

a 20°shift between the GPH and EP flux anomaly. This1101

implies that the general physical mechanism is the same.1102

Nevertheless, the maximum of the regression coeffi-1103

cients lies more westward and consequently does not1104

match the region of the SCAN blocking regime or the1105

climatological minimum of vertical wave propagation.1106

We further note that the climatological vertical wave1107

propagation minimum around 45° E (left side panels in1108

Fig. 8) is not as low in the ECHAM6 model compared1109

to the ERA-Interim reanalysis. This potentially has fur-1110

ther implications on the general climatological behav-1111

ior of the stratospheric polar vortex in ECHAM6, that1112

is found to be too warm and thus potentially to unstable1113

(Stevens et al. 2013). We further note that the region1114

of negative regression coefficients in ECHAM6 related1115

to GPH anomalies between 30° E and 60° E is similar1116

to ERA-Interim and therefore the whole dipole struc-1117

ture is present. This implies that parts of the diagnosed1118

mechanism are functional in the model, but its sensitiv-1119

ity is strongly reduced and appears in the wrong region1120

in comparison to ERA-Interim, as indicated by lower re-1121

gression coefficients.1122

Coming back to the conventional EP flux discussed1123

more closely in Section 3.4, a lack of anomalous zonal1124

mean wave activity in the polar stratosphere can be re-1125

lated to several problems. In Section 3.1 we found that1126

ECHAM6 generally underestimates blocking frequen-1127

cies. This could lead to a generally too weak forcing1128

of wave activity. Still, the increase of blocking related1129

regimes is well reproduced by the SST-related sensitiv-1130

ities (cf. Section 3.2). In addition to this, we further di-1131

agnosed a generally too weak blocking induced vertical1132

wave fluxes in the polar regions in the model. This hints1133

at a potential misrepresentation of interaction between1134

waves and the mean flow in ECHAM6.1135

4 Conclusions 1136

We analyzed a set of four model experiments with 1137

ECHAM6 with varying SST and SIC boundary condi- 1138

tions in comparison to ERA-Interim reanalysis data. The 1139

most important outcomes of the present study are: 1140

• ECHAM6 reproduces the general patterns of the at- 1141

mospheric large-scale circulation and their associ- 1142

ated blockings and cyclone characteristics. 1143

• Model sensitivities lack to reproduce observed chan- 1144

ges in reanalysis data. Nevertheless, the most con- 1145

sistent features are found in experiments forced with 1146

concurrent SST and SIC changes. 1147

• SIC changes alone have only a very weak impact on 1148

the large-scale circulation, likely because of a lack of 1149

vertical extent of the warming. 1150

• SST changes have a very strong impact on tempera- 1151

ture in the troposphere and stratosphere and lead to 1152

blocking changes in early winter similar to observa- 1153

tions. 1154

• Circulation changes related to SST or SIC forcing 1155

are sensitive to changes of the background state in 1156

particular during late winter. 1157

• ECHAM6 shows discrepancies of the sensitivity 1158

of vertical wave propagation related to blocking 1159

changes in the Ural region, which is critical to re- 1160

produce the observed chain of impacts from changed 1161

boundary conditions on the stratospheric circulation. 1162

These results show clear indications of impacts of SST 1163

and SIC changes on the large-scale circulation between 1164

the Arctic and mid-latitudes, while additional model 1165

deficits are detected. Next, we discuss these results in 1166

more detail. 1167

Neither SIC forcing nor SST forcing alone can re- 1168

alistically reproduce changes in terms of linkages be- 1169

tween polar and mid-latitudes in our model sensitiv- 1170

ity experiments with ECHAM6 in comparison to ERA- 1171

Interim reanalysis data. SST anomalies explain much of 1172

the changes we see in early winter in terms of an in- 1173

crease in blocking pattern in the troposphere. Continu- 1174

ing into the season, only the late-early sensitivity shows 1175

significant effect on the stratospheric large-scale circu- 1176

lation. Thus, while not a perfect representation, the com- 1177

bined impact of SST and SIC changes gets closest to the 1178

results from the reanalysis. Tropospheric changes in late 1179

winter might be affected by the too weak stratospheric 1180

response. The results show that either SST increase or 1181

SIC reduction can lead to an observed increase in the fre- 1182

quency of the NAO− regime, but only if the background 1183

state of the other forcing is in the late state. We conclude 1184

that SIC and SST need to work together in late winter to 1185

better reproduce observations, while deficits to explain 1186

observations from the reanalysis persist throughout our 1187

whole sensitivity study. 1188

Many models underestimate the vertical extend of 1189

observed warming of the Arctic related (Cohen et al., 1190

2020). In nudging experiments with prescribed Arctic 1191

Amplification, Labe et al. (2020) demonstrate that sea 1192
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ice forcing alone is not sufficient to reproduce the verti-1193

cal extent of warming related to Arctic Amplification. In1194

this context, our experiments show that the vertical ex-1195

tent of warming from SST forcing is higher, therefore1196

fulfilling the requirements from both aforementioned1197

studies. Still, SST forcing alone is also not sufficient,1198

since the findings from reanalysis data are better repro-1199

duced, provided that simultaneous SIC change is pre-1200

scribed.1201

Our experiments indicate that the strongest overall1202

impact is related to changed SSTs. This refers in par-1203

ticular to a general warming of the Arctic troposphere1204

and stratosphere, but also to changes in high-latitude1205

blocking patterns. Higher pressure over the Arctic re-1206

gion and related increase in blocking frequency are con-1207

sistent with the findings of Alexander et al. (2014).1208

They diagnose a negative NAO pattern linked to a pos-1209

itive phase of the AMO. In terms of large-scale oceanic1210

variability patterns, our SST sensitivity is dominated by1211

a change from a negative AMO to a positive AMO. Con-1212

sistently, we find an increase of frequency of the NAO−1213

in early winter.1214

The dependence on the SIC or SST background state1215

of the respective SST or SIC sensitivity changes during1216

the winter season. While there is almost no dependence1217

on the background state in early winter, we find strong1218

variations in late winter. Generally, the impact of SST1219

or SIC changes is better comparable to the findings in1220

the ERA-Interim reanalysis if the background state cor-1221

responds to the late conditions, thus low SIC or high1222

SST. Osborne et al. (2017) also performed SIC sensi-1223

tivity experiments while varying the AMO background1224

state. They only find significant impacts related to the1225

background state in the Pacific–North American sector.1226

Our region of interest, the Atlantic-Eurasian sector, is1227

not influenced by the AMO state in relation to SIC sen-1228

sitivity in their study. Still, the dependence on the back-1229

ground state strengthens our overall conclusion that the1230

interplay of SIC and SST needs to be present to yield a1231

realistic reproduction of observed findings.1232

The requirement of a combined SST and SIC forc-1233

ing further indicates that the observed changes regard-1234

ing linkages between the Arctic and mid-latitudes and1235

the stratospheric pathway do not necessarily depend on1236

changes in the Arctic alone. Our prescribed SST forc-1237

ing is a global forcing not confined to the Arctic. In1238

terms of the discussion about a “tug of war” between1239

the Tropics and the Arctic, additional tropical forcing1240

might strengthen impacts related to changes in the Arc-1241

tic, whereas the polar stratosphere is the key component1242

to describe changes in the North Atlantic region (Peings1243

et al., 2019). We note that ENSO and PDO are kept in a1244

close to constant state in our experiments, reducing the1245

influence of these well-known large-scale drivers. We1246

further emphasize the need for the presence of reduced1247

SIC conditions, since the large-scale impacts are only1248

significant with the combined forcing.1249

The discussion implies that forcing amplitude and1250

origin must be correctly arranged to reproduce observed1251

findings. As an example, Screen (2017) showed the de- 1252

pendence of the atmospheric response on the region of 1253

sea ice anomalies. Furthermore the amount of ice re- 1254

moved is important. The nonlinear response of MSLP 1255

to a stepwise decrease of SIC has been shown early on 1256

in a model study by Petoukhov and Semenov (2010). 1257

In this context, our study contrasts the efforts from the 1258

PAMIP consortium. While they implement SST and SIC 1259

forcing data corresponding to pre-industrial, present-day 1260

and future conditions, we use data from recent decades 1261

that represent currently observed changes. We further 1262

note a dependence on the model used for the sensitiv- 1263

ity study. Our previous study Jaiser et al. (2016) imple- 1264

mented the AFES model instead of ECHAM6. It was 1265

able to reproduce the findings from the ERA-Interim 1266

reanalysis with only SIC forcing. Romanowsky et al. 1267

(2019) used the same model setup as in the present 1268

study and showed a weak response in ECHAM6 to SIC 1269

forcing. They realistically enhanced the response by im- 1270

proving the model with additional fast interactive strato- 1271

spheric ozone chemistry. 1272

We further diagnosed deficits in the response of wave 1273

propagation to changes in atmospheric blocking. Clima- 1274

tologically the blocking frequency in ECHAM6 is too 1275

low. Still, our analysis of circulation regimes shows a 1276

realistic change to more blockings in the Scandinavian 1277

and Ural region related to increasing SSTs. However, we 1278

find a too weak response in terms of upward propagation 1279

of planetary waves compared to the reanalysis. This is a 1280

critical process in terms of the stratospheric pathway for 1281

linkages between the Arctic and mid-latitudes. Hoshi 1282

et al. (2019) demonstrates that sea ice reduction in the 1283

Barents and Kara Sea region is a driver of the changed 1284

horizontal wave structure. This is related to blocking and 1285

leads to upward wave propagation and weak anomalies 1286

of the stratospheric polar vortex (Nishii et al., 2011). 1287

On a more general note, issues in the relation between 1288

blocking and stratospheric variability are a known issue 1289

in AGCMs (Woolings et al., 2010). 1290

In summary, the problem is two-fold: On the one 1291

hand, we need the correct forcing. Our results indicate 1292

that both SST and SIC forcing is needed to realistically 1293

reproduce observed findings. On the other hand, mod- 1294

els need to realistically transform the forcing into a cor- 1295

rect response. On the latter point, Smith et al. (2020) 1296

conclude that models generally underestimate the pre- 1297

dictable signal of the NAO by an order of magnitude. 1298

With the present study, we addressed the first problem 1299

and concluded on the requirement of more comprehen- 1300

sive (model) studies that either involve more detailed as- 1301

sessment of the relation between more complex and var- 1302

ied forcing the corresponding response or look deeper 1303

into processes and potential model deficits. 1304
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