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Abstract: The increasing number of IoT devices leads to the 
demand for updating them securely, and stably. Without updating 
there is a high risk of being attack by hackers or malfunction due 
to outdated packages. To the date of this article, a lot of IoT 
updating methods were introduced. Among them are updating 
using VM containers, using packages, or using blockchain. 
However, some methods take time to recover a failed update while 
some cases require the minimum downtime of the IoT devices, or 
even some devices cannot communicate to the control server or 
cannot perform the rollback themselves after the update failure. 
In this article, our contribution is implementing different methods 
to reduce the rollback down time issue including using primary - 
secondary selection, using git revert, and using blockchain-based 
revert. 

Keywords: Blockchain, Internet of Things, Networks.  

I. INTRODUCTION 

Until 2020, around 200 billion IoT devices connect to the 

Internet. The rise of covid-19 leads to a higher demand for 
using IoT for working and living [1]. The main reason is 
remote working requires more devices to keep the daily tasks 
easier such as a smart camera for video call, smartwatch for 
health monitor, smart speakers for home convenience. With 
the average estimation of 26 smart devices for every person, 
we also see a high risk of being attacked via IoT devices. The 
more reliant on devices, the more vulnerable people are with 
the diversity of cyberattacks. Take an example, the house is 
not safe anymore because the hacker can disable your alarm 
by attacking the IoT system before a physical attack happens. 

That kind of danger leads to a demand for updating the IoT 
device frequently to avoid being attacked. However, most of 
the updates are over-the-air, which means, on one hand, the 
owner or the organization doesn’t have to bring the devices to 
a central location to do the update, but on the other hand, the 
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engineer cannot validate the update after the device updated. 
That means if the update fails, it takes time to recover the 
device to the server the operation, which might bring a lot of 
damages to the owner or the organization. 

For those reasons, updating IoT devices is a -must- 
however it must satisfy the following factors: 

▪ Integrity: Ensure the update files are transferred 
without losing or being damaged. 

▪ Stability: Ensure the IoT devices work as before they 
were updated. 

▪ Roll-back: Ensure the update can be rolled back when 
failure happens. 

Concentrating on how the system can keep continuing to 
operate after the update and how the device can be 
recovered/rolled back, in this paper, we focus on the 
following issues: 
▪ Researching different approaches to handle the failed 

update cases, including (i) Using Primary - Secondary 
device selection; (ii) Using git to roll back the update; 
(iii) Using blockchain to roll back the update. 

▪ Comparing the above approaches in terms of (i) the 
Possibility to handle failures to keep the system 
running; (ii) the Time to roll back to the previous 
version. 

By defining the general scope of updating IoT devices as 
updating the OS or packages or configuration, we only filter 
the existed solutions of the same scope. With that scope, the 
update falls into application update, which has several 
solutions including virtual ma-chine containers, using 
packages, or using blockchain to store the update 
information. The solution using virtual machines is not dug 
deeper in this article, because it only serves powerful IoT 
devices that cannot be a wide applicable solution. Moreover, 
one of the below solutions - using the snap package - already 
contains the idea of using a virtual machine. 

A. Using package to handle update and rollback [2] 

One solution is using a snap package by Ubuntu Core. 
Ubuntu Core is a secure, lightweight, robust, 
application-centric operating system created for the Internet 
of Things. Its read-only root filesystem is built from the same 
packages used to build the wider set of Ubuntu distributions, 
but differs in the way packages are delivered, and crucially, 
updated. This is all handled by snap, a secure, confined, 
dependency-free, cross-platform Linux packaging system. 

The main approach of Ubuntu Core is updating via snap 
packages. Those packages have a clean separation between 
the system and the application. For that reason, unlike 
traditional updates, a failed update does not affect the whole 
system.  
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The system can run in any state of update: either success or 
failure. In case of failure, the system can revert to a previous 
version because the system can store multiple versions of the 
same snap. This mechanism, according to the Ubuntu Core 
document, is known as parallel installation, which means 
independent instances of the same snap can be installed and 
run within their own namespace. As we experienced the snap 
revert, the time for rolling back is 0.2 second to 0.3 second. 

 
Fig. 1. Transactional updates using snap by Ubuntu Core 
(Source: 
https://pages.ubuntu.com/rs/066-EOV-335/images/Over-the-air%20software_12.
05.20.pdf) 

B. Using docker to perform the rollback 

 

Fig. 2. Docker roll back mechanism (Source: 
https://www.balena.io) 

One of the solutions that use docker is Balena. It is a 
platform that allows docker containers to run with reliability.  

The container update uses 4 strategies [3-4]: 
▪ Download then kill: Download the new container 

first then kill the old one 
▪ Kill then download: Kill the current container then 

download the new one. 
▪ Delete then download: Kill then download the 

current container, then download the new one. 
▪ Hand-over: In case the required downtime is zero, the 

old container and new container run together, then 

the Supervisor of Balena kill the old container and 
delete it. 

Among those strategies, the Hand-over strategy is the most 
suitable one to roll back a failed update. The Supervisor of 
Balena simply switch back to the old container. However, 
there will be a step of taking back all the resources grant to 
the new container before switch back to the old one. The 
default time-out for this approach is 1 minute. 

C. Using partitions to handle update [5] 

One of the commercial solutions use this method is 
Mender [6]. The requirement of this method is the IoT device 
must have at least 2 partitions so that the update can be 
installed to either of those partitions. 

The mechanism of this update method is the passive 
partition will receive the update. After that, the device will 
reboot to the passive partition, then perform the update 
progress. In this case, the passive partition will become the 
active partition. If the update fails, the device can roll back to 
the original active partition. 

This method can assure that the device will not become a 
brick after being updated. However, it contains many 
drawbacks including: 
▪ The hardware cost: because the device needs larger 

storage for multiple partitions. 
▪ Higher downtime: the device must be rebooted to 

perform the update, even the smallest update. In this case 
the downtime cannot be counted as seconds. 

▪ Larger data transferred and longer update time: because 
the whole partition is updated. 

For the above reasons, this method is not considered as a 
method to investigate in this paper, because the main target of 
this article is to minimize the downtime for rollback process. 

II. PROPOSED SOLUTIONS 

The three above solutions can handle the updating IoT 
device process, which ensures the integrity and availability of 
the update, however focusing on the rollback part of updating 
the IoT device process, those solutions can mostly handle the 
following cases: 

 
▪ The devices may malfunction however they can still 

connect to the gateway and can be controlled by the 
gateway. 

▪ The devices can handle the rollback themselves after a 
failed update. 

▪ The update part is the same with every updated device, 
so that the roll-back process requires only one update 
binary file, however, in the case of updating the 
config-uration, which is different for each device, we 
need another mechanism. 

▪ Downtime for updating is not a factor to be 
considered. 
 

To expand the capability of roll back a failed update, we would 
like to propose different methods as the following. 
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A. Perform the rollback using Git system 

To rollback a device application to the previous version, 
using Git will bring the following advantages: 

▪ The version can be customized for each device. 
Using a package and do the rollback is possible, 
however, if changing or preserving the device 
parameters is required, that solution is not suitable. 
Moreover, sometimes the configuration is changed 
after an update that rolling back cannot help 
restoring the previous configuration. Using Git can 
help saving parameters, configuration, and the 
application version. 

▪ Using Git system allows the replacement of a 
“brick” device by a new device, with the ability to 

restore the full state of the previous device. 

 

Fig. 3. Device update information as a snapshot for each 
git version 

In the figure, if the updated version #3 fails, all devices can 
be restored to the pre-vious version #2, while waiting for the 
update of version #3 (named #3u). The mechanism 
introduced here is instead of pulling the update from the 
master branch, each device has its own branch, and each 
branch will merge the update from the master branch first, 
then the update progress is made from each device’s branch. 

This helps preserve the configuration of each device and save 
the storage size of the git update folder that each device only 
stores its own git branch and the master branch in the local 
storage. The Figure below describes the progress of updating 
a device using Git system. The Control Server pushes the 
update to the Git Server, then requests the device to perform 
the update. After that, the device will pull the update from the 
Git Server. The Control Server will test the device after the 
update. If the test is not passed, the Control Server will 
request the device to perform the rollback progress. 

 

Fig. 4. Update process using git mechanism 

B. Perform the rollback using a blockchain-based 
system 

There are already plenty of solutions that serve the update 
process of IoT devices using a blockchain-based system. The 
blockchain-based system helps the devices pull the latest 
update without the dependency on a single server. Based on 
those, the main idea of using a blockchain-based system is in 
case of cannot connect to the central server, there will be 
many alternative version control sources that help the device 
revert to the previous version or download a new fix. The 
alternative version control sources can be another control 
server or the gateway servers. 

 
Fig. 5. Rollback using blockchain-based system model 

In the above Figure, not only the control server, but each 
gateway is also a node that stores the version of updates, 
including the config file. With this model, in case of update 
failure, a device can connect to the nearest gateway to 
perform the rollback. However, if the closet gateway does not 
work, a device can connect to the second nearest gateway to 
do that. 

 

Fig. 6. Block structure for rollback process 

The above Figure describes how the updated versions of 
each device are store. Each version (including the 
configuration) information is represented as a transaction in a 
block. To roll back, the device will ask for the previous 
transaction of itself, then download the specific version to 
install.  To avoid using the predefined transaction fields, the 
blockchain used for this solution should be Private or 
Consortium Blockchain. It not only helps to store the 
necessary information but also helps reduce the time for 
inserting a block. 
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The information of a transaction can be (1) Transaction 
hash; (2) Device ID; (3) Version; (4) file hash/signature. 
Once getting the information for the transaction, the device 
can download the specific version to roll back. The same 
mechanism is made for the case of a failed update; however, 
the devices need to download a new version to fix the update. 

To reduce downtime, the proof method will not be the 
proof of work or the proof of stake, but rather the proof of 
authority, which means the proof method will check whether 
the node is in the trusted list to have the permission to insert a 
block. The roll back flow is described as the following: 

 

Fig. 7. Blockchain roll back flow 

C. Perform the rollback using primary - secondary 
selection 

The main problem of the first 2 solutions or some other 
existed solution is the downtime is significant. For critical 
system, if the devices need a lot of time to recover to the 
previous state, there might lead to damage or dangerous 
situation, for example, the camera system or the health care 
system.  

Another problem of the other solutions is the rollback 
progress can only perform when the devices can still operate 
the function themselves. In the case of “brick” devices or the 

devices freeze or in a long process, it requires someone to 
come and handle the failure manually, which takes some time 
for traveling from one location to the next location. 

For that reason, to accelerate the process to reduce the 
downtime and to keep the system running before the engineer 
approaches the device, another solution is to switch from the 
failed update device (the primary device) to the working 
device with the previous software version (the secondary 
device). 

To apply this solution, for each device we must prepare 
another secondary device, with the same update version as 
the primary one. The control server or the IoT gateway will 
have the responsibility of deciding which device will become 
the primary device and which device will become the 
secondary device. 

The general architecture of the update system will be: 
1) For the case of using one central control server as the 

selection server: 

 

Fig. 8. Primary Secondary Selection solution with one 
central control server 

2) For the case of using the IoT Gateway as the selection 
server: 

 

Fig. 9. Primary Secondary Selection solution using a 
gateway to select the device 

The update process is described as below: 

 
Fig. 10. Primary - Secondary selection rollback process 

This solution solves the problem of downtime; however, it 
increases the cost due to the implementation of an extra 
device as the secondary device. 

III. IMPLEMENTATION 

A. Environment 

To demonstrate the solutions, we proposed the following 
environment: 

Table- I: Central server 

Hardware Specification 

CPU 2GHz single core 

Memory 2 GB 

Location Singapore 

OS Ubuntu 20.04 LTS 
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Table- II: Client device 

Hardware Specification 

CPU 2GHz 1 core 

Memory 2 GB 

Location Hanoi, Vietnam 

OS Raspberry Pi OS 

Table- III: Technology Stack 

Purpose Technology 

Update package PIP package 

API Django Rest Framework 
Private 

Blockchain 
Python 

Git version control Private Git 

Emulator Sense HAT Emulator 

 
The package: In this case, we created a package that 

obtains the temperature from the sensor and sends it to the 
central server for storing via /api/device-temp API. The 
information sent including {‘device_ip’: ‘The IP of the 

device; ‘temp’: ‘The device tem-perature’, ‘timestamp’: 

‘Timestamp taken’}. The size of the old package is 1.725 

bytes, and the new package is 1.953 bytes. 
The command: The central server will take care of 

deciding when the rollback happens. It can be the loss of the 
request from the devices, or the update found wrong. The 
device will request to an API /api/central-server-command to 
perform the suitable action. 

B. Git rollback system 

To demonstrate how a failed update can be recovered, we 
introduce 2 scenarios: 
▪ The device will roll back to the previous version by 

using git. 
▪ The device downloads a new fix from the central 

server and performs the update. 
The central Git server will store each device’s package 

versions in a branch. This helps the device store include its 
own configuration without being overwritten by others. 

The device will either pull the update from the Git server 
or push the current version to the central Git server to backup. 

To perform the private Git server, each device must add 
the origin repo url. In our demonstration the URL is: 

git remote set-url origin 
<usernam>@<git-url>:<path_to_git_folder> 

In the first case, the device will roll back using reset to 
switch back to the previous version stored in its storage. The 
Python subprocess will perform it as: 
subprocess.run( 

['git', 'reset', '--hard', 'HEAD^1'], 
stdout=subprocess.PIPE,\ 

cwd=pi_git_path) 
The second case, the device will pull the update fix from 

the central server: 
subprocess.run(['git', 'pull', 'origin', 'device1'], 

                                  stdout=subprocess.PIPE, 
cwd=pi_git_path) 

After pulling, the device will install the package using 
Python pip package install. 

C. Blockchain-based rollback system 

We have built a private blockchain [7] using Python with 
the following attributes: 
▪ current_transactions: A list of pending transactions 

that are not stored in a block. 
▪ chain: A chain of blocks. Each block has the following 

attributes: index, timestamp, transactions, proof, 
previous_hash. 

▪ nodes: A list of neighbor nodes in the network. 
▪ last_block: The last stored block in the chain. 

Below is the blockchain’s methods: 
▪ __init__(): The blockchain constructor, that sets the 

default value of current_transactions, chain, nodes. 
▪ new_block(self, proof, previous_hash): Create a new 

block that stores all current transactions, proof, and 
previous hash. 

▪ proof_of_authority(self, node): The proof value of 
each block is calculated using the proof_of_authority, 
which takes a node’s information as the input and 
validates if it is a trusted node or not. 

▪ hash(block): To generate the hash of the block. 
▪ new_transaction(self, tx_hash, device, version, 

file_hash): To append a transaction to the current 
transaction list. 

▪ register_node(self, address): To register a new node 
into the network. 

▪ valid_chain(self, chain): To validate if a chain is 
correct based on the hash comparison and the proof of 
authority. 

▪ resolve_conflict(self): To update the chain if there is 
any node that contains a newer chain. 

To demonstrate the rollback using the blockchain-based 
system, we also have 2 scenarios: 
▪ The device will get the previous package by searching 

its previous transaction via the central node. 
▪ The device will get the previous package by searching 

its previous transaction via a gateway node; however, 
the gateway node must sync the chain from a nearby 
gateway node that has the full chain with all 
transactions. 

The first scenario, we performed the steps to obtains the 
previous update versions: 
▪ Find all transactions that belong to the current device 

via the central node. 
▪ Get the transaction details of the N-1 transaction. 
▪ Download the specific package version from the 

server. 
▪ Compare the hash (or check the signature if the 

package has the signature). If the package is validated, 
the device will install the package including the 
configuration. 

The second scenario, besides the steps of the first scenario, 
there will an extra step: 
▪ The requested node will sync the chain with other 

nodes. 
The above step we have built with the case of 100 blocks 

difference between the target node and the central node. 
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D. Primary - Secondary section system 

The primary - Secondary selection system is the simpliest 
implementation. The central server or the gateway waits for 
the requests from the device periodically. After a predefined 
timeout, the central server or the gateway will update in the 
database that: (1) the primary device will be in “secondary” 

mode; (2) the sencondary device will be in “primary” mode. 

IV. RESULTS AND DISCUSSION 

Having the implementation as above with pre-defined 
scenarios, we have the fol-lowing comparison results among 
3 methods: 

A. Comparison of update failure cases 

Table- IV: Update failure cases 

Methods 

Cases 

Update 
causes 

“brick” 

device 

Some 
devices 

lost 
network 

connection 

Devices 
roll back 

using 
local 

package 
version 

Cannot 
connect 

to 
central 
server 

Rollback using 
Git system 

Not 
solved 

Solved Solved 
Partly 
solved 

Rollback using 
Blockchain-based 
system 

Not 
solved 

Not solved 
Not 

solved 
Solved 

Rollback using 
primary – 
 secondary  
selection 

Solved Solved 
Not 

solved 
Not 

solved 

Rollback 
 using snap 

Not 
solved 

Solved Solved Solved 

Rollback using  
partitions 

Solved Not Solved 
Not 

Solved 
Not 

Solved 

B. Comparison of down time 

To evaluate the time to recover a stable state, we have 
made 10,000 requests for each of the following cases. 
1) Case 1: Using Git system 

The chart below describes the response time using git 
revert when a failure happens. 

 

 

Fig. 11. Execution time using git revert to previous 
version. 

 The chart below describes the response time using git pull 
when a failure happens. 

 

Fig. 12. Exection time using git pull to install the 
previous version. 

In comparison, the execution time of ‘git revert’ solution is 

significantly less than the one of ‘git pull’. 
 

 

Fig. 13. Comparison of exection time between git revert 
method and git pull method 

2) Case 2: Using a blockchain-based system 
The chart below describes the execution time if the devices 

connect directly to the central server as a node. 

 
Fig. 14. Execution time by directly connecting to central 

node 

The chart below describes the execution time if the devices 
connect to a nearby gateway as a blockchain node, while the 
gateway node will sync the chain with other nodes. 
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Fig. 15. Execution time by connecting to a nearby node 

and sync with other nodes 

In comparison, the method of synchronizing among the 
nodes took more time for rolling back than the method of 
connecting to the central server as a node. The time 
dif-ference will be higher if the number of nodes increases. 
However, the execution time can be shorter if the nodes sync 
with each other before the rollback action is performed. 

 

Fig. 16. Comparison of execution time between direct 
connecting to central node and connecting to nearby 

node 

Without calculating the primary - secondary selection 
solution because the downtime depends on the predefined 
timeout, we can observe the execution time of the 2 other 
solu-tions: 

 

Fig. 17. Comparison of execution time among 4 cases: 
git revert, git pull, direct connecton, node sync 

connection 

Therefore, the self revert to the previous update version is 
the fastest way for a device to roll back. While using the same 
method, the git pull method tends to be the slowest way to 
perform the rollback. 

V. CONCLUSIONS 

In this paper, we proposed 3 solutions to roll back a failed 
update of IoT devices with the target of reducing the 
downtime for the devices: (1) using Git system; (2) using the 
blockchain-based system; (3) using primary - secondary 
selection. Depends on the condi-tion of the devices, including 
the self-operated capability, network connections, the 
con-nection among the central server and gateways, each 
solution has its own advantages and limitation.  

The implementation in this paper is only for the proof of 
concept which serves the 2 factors: availability and integrity 
of the rollback. Our future work will include the 
confidentiality factor that ensures the roll-back package will 
not be modified or misused by an unauthorized access. 
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