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a b s t r a c t

The Last Interglacial (LIG) experienced substantial changes in seasonal insolation compared with the
present day, which may have affected the hydrography and water-mass exchange in the North Sea and
Baltic Sea region. Here we investigate the effects of solar radiation and greenhouse gas (GHG) forcing on
the regional climate by analyzing model simulations of the LIG (127 ka BP), pre-industrial (PI, 1850 CE),
and present-day (PD, 1990 CE) climates. We also interpret the reconstructed seasonal bottom water
conditions using benthic foraminifera and geochemistry data.

Our simulations reveal that during the LIG, the Baltic Sea region (including the Kattegat and the Danish
Straits) experienced more saline and colder bottom waters than those in the PD, in agreement with the
reconstruction data. This can be attributed to lower GHG levels and enhanced water exchange of cooler,
saline North Sea water into the Baltic Sea during the LIG. The thermocline was stronger during the
summer months in the LIG, mainly due to the higher sea surface temperature (SST) compared to that of
the PD resulting from increased summer insolation.

Further, the temperature anomalies (LIGePD) show significant inverse correlations with the precipi-
tationeminuseevaporation (PeE) at the Baltic Sea entrance. However, the PeE balance appears to have
had minimal impact on salinity changes in the North Sea, the Baltic Proper, and the open sea area. Our
findings indicate that monthly surface and bottom water salinity anomalies of LIG-PI exhibit strong
positive correlations with the North Atlantic Oscillation (NAO) anomalies in the Baltic entrance region.
During the LIG, a more positive phase of the NAO index in autumn played a crucial role in wind-driven
major inflows and led to more intensive water exchange in the North SeaeBaltic Sea region compared to
the late Holocene.
© 2023 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

The Last Interglacial (LIG, Eemian, 130e115 ka BP) was a distinct
period in Earth's history, characterized by unique climate forcing
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compared to the present interglacial, known as the Holocene. The
LIG period was one of the strongest anomalies in orbital forcing of
the past one million years. During the LIG, greenhouse gas (GHG)
concentrations were lower than those in the present-day (PD; 1990
CE) and similar to the preeindustrial (PI; 1850 CE) levels (Berger
and Loutre, 1991; Laskar et al., 2004; Loulergue et al., 2008; Schilt
et al., 2010; Schneider et al., 2013; Bereiter et al., 2015). However,
our understanding of the LIG climate, particularly in the marine
environment, remains limited due to the scarcity of precise re-
constructions, especially in the Baltic Sea region. The combination
of proxyebased reconstructions andmodel simulations of bottome
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and surfaceewater conditions provide the possibility to establish
water column profiles of the past, which reflect water mass ex-
change and circulation (e.g., Adkins et al., 1997; Fronval et al., 1998;
Galaasen et al., 2014). Moreover, some reconstructions based on
proxy variables inform seasonal variations of seawater parameters,
which greatly increases the accuracy of estimations (e.g., Cortijo
et al., 1999; Brocas et al., 2016; Bova et al., 2021; Ni et al., 2021).

The North SeaeBaltic Sea waterway is crucial for the North
Atlantic Ocean, connecting the world's largest inland
brackishewater sea to the North Sea and ultimately the Atlantic
Ocean. The major inflows from the Atlantic and North Sea saline
water into the Baltic Sea renew its deep water. These saline water
inflows and brackish water outflows are largely hindered by the
complex topography in the transition area between the North Sea
and the Baltic Sea (Schrum and Backhaus, 1999). Thus, the North
SeaeBaltic Sea waterway greatly influences the water mass ex-
change (Lambert et al., 2016, 2018; Winsor et al., 2001) and density
changes in the North Sea and the North Atlantic, potentially
impacting the global thermohaline circulation (Kuhlbrodt et al.,
2007; Lambert et al., 2018).

The North Atlantic Oscillation (NAO) plays a vital role in shaping
the climate in Europe, affecting winter temperatures and precipi-
tation in the North Atlantic and northern European regions (e.g.,
Hurrell, 1995; Lu and Greatbatch, 2002; Mariotti and Arkin, 2007;
Trigo et al., 2002). A negative NAO phase duringwinter corresponds
to weaker westerly winds and more easterly/northeasterly winds,
leading to colder, drier conditions and reduced precipitation in
northern Europe. In contrast, a positive NAO phase is linked to
stronger westerly winds during winter, substantially increasing
water inflow from the North Sea into the Baltic Sea (Lehmann and
Hinrichsen, 2001). This increases the Baltic Sea salinity, particularly
following a strong negative NAO phase, during which easterly
winds drive a robust outflow of the Baltic Current, resulting in a
water level deficit in the Baltic Sea relative to the North Sea
(Lehmann and Hinrichsen, 2001). In addition, a tendency towards
the higheindex state of the NAO may amplify the seasonal cycle
(Felis et al., 2004). The LIG, characterized by a stronger North
Atlantic Drift and an overall warmer climate, could have experi-
enced a more consistently positive NAO than today, potentially
even more pronounced than during the Medieval Climate Anomaly
(e.g., Seidenkrantz et al., 2007; Olsen et al., 2012; Trouet et al., 2012;
Sicre et al., 2014). Model simulations can be employed to explore
the NAO's influence on the LIG climate. Unfortunately, fully coupled
climate models focusing on the hydrological conditions in the
North SeaeBaltic Sea region further back in time are still scarce.
Nevertheless, some studies have successfully simulated Baltic
climate and hydrography on time scales of a millennium or shorter
(e.g., Humborg et al., 2000; Hansson and Gustafsson, 2011;
Schimanke et al., 2012).

In this study, we used a fully coupled EartheSystem Model
ECeEarth3eLR to examine the influence of solar radiation and GHG
forcing on regional climate changes during the LIG. We analyzed
the simulated climate responses to atmosphericeoceanic in-
teractions, ocean circulation, thermocline changes, and hydro-
graphic variables, such as seawater temperature and salinity in the
Baltic SeaeNorth Sea region. We compared the climate response to
Table 1
Boundary conditions of the simulations.

Period Eccentricity Obliquity (�) Perihel

1990 CE/PD 0.016708 23.440 102.72
1850 CE/PI 0.016764 23.549 100.33
127 ka BP/LIG 0.039378 24.040 275.41

2

orbital and GHG forcing between the LIG (enhanced orbital forcing)
and the PI (1850 CE, preeindustrial control experiment), as well as
the PD (1990 CE, present-day) to understand the impact of these
factors on regional environmental changes. In particular, we
focused on exploring changes in seasonality resulting from inso-
lation differences during the LIG compared to the PD.

Furthermore, we investigated the role of GHG in affecting
regional climate by comparing conditions during the PI and PD
(present day,1990 CE, with increased GHG levels compared to those
in the PI). The differences between the anomalies of LIGePD and
LIGePI highlight the effect of greenhouse gas concentration on the
climate. Finally, we compared the LIG proxy-based reconstructions
and simulations with the PD observations and transient simula-
tions respectively, to evaluate the model performance in simulating
the LIG climate. This comparison will help identify the model lim-
itations and provide valuable information for predicting future
regional environmental changes using a general circulation model.
2. Methods and settings

2.1. Earth system model (ESM) simulations

We employed a state-of-the-art, fully coupled European com-
munity Earth-SystemModel EC-Earth3-LR with active atmosphere,
ocean, sea-ice, and land components (Lu et al., 2021; Zhang et al.,
2021; D€oscher et al., 2022). The model features a spatial resolu-
tion approximately 1 � 1� for the atmosphere and land, while the
ocean/seaeice model operates at a standard resolution of about 1�.
We performed three snapshot simulations: 1) an early LIG time
slice with boundary conditions at 127 ka BP (LIG), 2) the present
day (1990 CE, PD), and 3) a preeindustrial period (1850 CE, PI) as a
control simulation (Zhang et al., 2021; Lu et al., 2021).

The three experiments allow us to examine the effects of orbital
configuration and greenhouse gas (GHG) concentration separately
by comparing the PI and the PD to the LIG simulations. Boundary
conditions of the simulations (Table 1) were prescribed following
the Paleoclimate Modeling Intercomparison Project (PMIP4) pro-
tocol (Otto-Bliesner et al., 2017). For the LIG simulations, the model
computes the orbital parameters at 127 ka BP following Berger
(1978). The GHG (CO2, CH4, and N2O) concentrations in the LIG
simulation are based on Antarctic ice cores (Loulergue et al., 2008;
Schilt et al., 2010; Schneider et al., 2013; Bereiter et al., 2015). The
landesea mask and solar constant remain the same as those in the
PI. Significant differences in GHG levels exist between the LIG and
PD experiments. LIG-PD anomalies reflect the combined impact of
GHG levels and the orbital configuration as external forcing. Since
the orbital configuration is similar for both PI and PD simulations,
the major differences in external forcing between PI and PD are due
to GHG levels. Therefore, we could compare the differences be-
tween LIG-PI and LIG-PD anomalies to assess the impact of GHG
levels on the climate.

The LIG and PI simulations are documented and evaluated by
Zhang et al. (2021). Equilibrium state criteria are defined by a global
mean surface temperature trend of less than 0.05 �C per century
and a stable Atlantic meridional overturning circulation (AMOC),
although the deep ocean may need more time to be at equilibrium.
ion e 180 CO2 (ppm) CH4 (ppb) N2O (ppb)

352.9 1705.6 307.8
284.3 808.2 273.0
275 685 255



Fig. 1. Landesea mask of the study area with water depth (m) used in the model for
three simulations. The eight regions for model simulations: the North Atlantic, the
Norwegian Sea, the North Sea, and the Baltic Proper; in the North Sea e Baltic Sea
waterway: the Skagerrak, the Kattegat, the Danish Straits, and the southern Baltic Sea
are marked by black squares. The proxy-based reconstructions of bottom water con-
ditions in the Baltic region (Ni et al., 2021; the Skagerrak: 1 Åsted Vest; the Kattegat: 2
Anholt; the Danish Straits: 3 Mommark, 4 Ristinge; the southern Baltic: 5 Licze, 6
Obrzynowo) are indicated by green circles with numbers. The proxy-based re-
constructions of sea surface conditions in the Baltic region (Burman and Påsse, 2008;
Funder et al., 2002) are indicated by orange squares. Sites for the proxy-based re-
constructions are on land now due to a higher sea level during the LIG.

Fig. 2. Monthly insolation anomalies of LIGePD, monthly insolation curve at 55�N for
this study see Supplementary Fig. 1.
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The LIG simulation reached quasi-equilibrium after 200 years
starting with initial conditions from an equilibrated PI control
(Zhang et al., 2021). The PD simulation reached equilibrium after a
150-year spineup. Our analysis is based on 200 years of climate
mean data.

We examined the precipitationeminuseevaporation (PeE) for
the study area (Fig. 1) and the NAO index to investigate the un-
derlying forcing mechanisms behind the regional hydrographic
changes in the North SeaeBaltic Sea. The NAO index for each
simulation was calculated using the simulated mean SeaeLevel
Pressure (SLP) differences between grid cells near Iceland (28�W,
64�N) and the subtropical Atlantic station Azores (9�W, 38�N), as
described by Caian et al. (2018), based on the modern NAO index
definition. We assume that the Icelandic low-pressure centre and
the Azores high-pressure centre used for NAO index calculation
remain the same across different simulations. We normalized each
SLP value by subtracting the mean value and dividing it by the
standard deviation. We assessed the PeE, ocean temperature, and
salinity from the model output for various regions in northern
Europe (the North Atlantic, the Norwegian Sea, the North Sea, the
Skagerrak, the Kattegat, the Danish Straits, the southern Baltic, and
the Baltic Proper) to investigate the interaction between environ-
mental factors and hydrographical changes in these regions. The
Kattegat and Danish Straits serve as the transition zone between
the NortheBaltic Sea, while the southern Baltic Sea and the Baltic
Proper represent the Baltic Sea region.

Solar radiation at ~55�N (Fig. 2) exhibits a positive anomaly
during spring (MarcheAprileMay; MAM) and summer
(JuneeJulyeAugust; JJA), while it is lower from August to
November in the LIG compared to the PD.
2.2. Modern conditions

We used monthly monitoring hydrographic data from four re-
gions along a transect stretching from the eastern North Sea to the
southern Baltic Sea, namely the Skagerrak, the transition zone (the
Kattegat and the Danish Straits) between the Skagerrak and the
3

Baltic, and the southern Baltic Sea. We compared this data to proxy-
based reconstructed values for the LIG scenario. The transition zone
connects the relatively open marine area (the North Sea and the
Skagerrak) to the brackish Baltic Sea environment, with salinities
gradually decreasing from NW to SE. Mean salinities in the North
Sea are around 34 due to its open connection with the North
Atlantic Ocean, while Baltic Sea salinities in the upper and central
water column are typically below 8 (Schrum and Backhaus, 1999;
HELCOM, 2018).

We used hydrographic data from 1990 CE (Fig. 1, Baltic Nest
Institute (BNI) Stockholm University Baltic Sea Centre). Represen-
tative water depths for surface and bottom waters were chosen
based on paleo-water depth estimates (Ni et al., 2021). Surface
water was defined as shallower than 10 m, while bottom water
ranged from below the halocline to the seafloor, i.e., 25e90m in the
Skagerrak, 20e80 m in the Kattegat, 15e25 m in the Danish Straits,
and 15e20 m in the southern Baltic Sea. In 1990, the largest
monthly difference between August and December SST (at about
1 mwater depth) in the Skagerrak was ~14 �C, while the differences
were ~12, ~15, and ~15 �C in the Kattegat, the Danish Straits, and the
southern Baltic, respectively. The highest SSTs occurred in August,
reaching 17e20 �C, whereas the warmest bottomwater conditions
appeared one or two months later, in September or October. A
similar time lag occurs for the lowest water temperatures; with the
lowest surface water temperatures occurring from December to
January and the lowest bottomwater temperatures from January to
February. The largest vertical temperature difference in the water
column occurred in summer (i.e., June and July), while during
winter and early spring, the differences were fairly small (less than
1 �C).

In 1990, the largest vertical salinity gradient in thewater column
occurred in May, with a surfaceebottom salinity difference of ~7
and ~18 in the Skagerrak and the Kattegat, respectively. In the
Danish Straits, the salinity gradient was 7e10 during May and July.
The salinities of surface and bottomwater in the southern Baltic Sea
were very similar, indicating a brackish water environment with no
vertical gradient. Today, the saline water inflow from the Skagerrak
and brackish water outflow from the Baltic Sea meet in the Katte-
gat, resulting in a strong halocline at 15e20 m water depth and
with the largest salinity gradient in the transition zone.
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2.3. Data-model comparison

We present a data-model comparison to evaluate the differ-
ences of the impact of LIG climate on the North SeaeBaltic Sea
region. For this comparison, we used quantitative proxy-based LIG
reconstructions (LIGproxy) and modern hydrographic monitoring
data (PDobs). Meanwhile, for model simulations, we used the
equilibrium climate states of the LIG (Zhang et al., 2021) and
transient PD simulations over 1976e2005 (PDtransient) with a time-
varying GHG forcing (accessed from the Earth System Grid Feder-
ation, ESGF). The monitoring hydrographic data for 1990 CE (PDobs)
and simulations for 1976e2005 CE (PDtransient) can be expected to
represent the transient evolution of the climate system. Therefore,
we compared proxy-data (LIGproxy-PDobs) and model-simulations
(LIG-PDtransient) to identify the forced responses in the climate
system. We focused on the proxy-based reconstruction and
monthly mean model output of seawater temperature and salinity
of the North AtlanticeBaltic Sea region. Note that this approach is
different from model-model comparison (between different pe-
riods LIG, PI and PD) as all the snapshot simulations are in an
equilibrium (not transient) state for a fair comparison.

Quantitative proxy-based reconstructions (LIGproxy) for bottom
water conditions in the North SeaeBaltic Sea area during the Last
Interglacial period are scarce. Here, we collected available early LIG
(128e126 ka BP) datasets based on benthic foraminiferal
geochemistry (magnesium/calcium and stable oxygen isotopes)
from six sites in the SkagerrakeBaltic Sea region: the Skagerrak:
site Åsted Vest; the Kattegat: site Anholt; the Danish Straits: sites
Mommark and Ristinge; the southern Baltic: sites Licze and
Obrzynowo (see numbered green circles in Fig. 1; Ni et al., 2021).
We compared these data with the simulated bottom water condi-
tions (LIG).

The quantitative reconstructions were based on geochemical
analyses of three benthic foraminiferal taxa/groups (the Skagerrak
and the Kattegat: Bulimina marginata; the Danish Straits and the
southern Baltic Sea: Ammonia batava and Elphidium clav-
atumeselseyensis) that represent summer and spring bottomwater
conditions. These available data provide seasonal bottom water
estimations for comparison and improvement of model simula-
tions. Sea surface temperature and salinity data are available based
on Littorina littorea (common periwinkle) gastropod geochemistry
andmollusc fauna reconstructions in the Kattegat and the southern
Baltic region at 125 ka BP (Burman and Påsse, 2008; Funder et al.,
2002). The qualitative estimations were based on mollusc assem-
blages, dominated by species such as Nassarius reticulatus, Ostrea
edulis, and Timoclea ovata (cf. Burman and Påsse, 2008; Funder
et al., 2002).

3. Results

3.1. Simulated water temperature and salinity

3.1.1. The last interglacial (LIG) compared with modern (PD)
conditions

We examined the simulated monthly sea surface and bottom
water temperatures and salinities to compare the LIG (i.e., 127 ka
BP) and the modern climate (PD, 1990 CE). Our analysis focused on
four study regions (the Skagerrak, the Kattegat, the Danish Straits,
and the southern Baltic Sea) in the North SeaeBaltic Sea transition
zone (Fig. 3) and four study regions in the North Atlantic Ocean,
Norwegian Sea, North Sea, and the Baltic Proper (Fig. 4).

During the LIG, the surface water temperature exhibited a more
pronounced seasonality compared with that of the PD. The model
reveals higher sea surface temperatures (SSTs) from June to
September and lower SSTs in othermonths for the North SeaeBaltic
4

Sea region during the LIG than those during the PD. It also shows a
lower spring and a similar/slightly lower summer bottomewater
temperature (BWT) in the LIG. Temperature anomalies (LIG-PD)
increased along the transition zone outside the Baltic Sea to the
Baltic Proper. The difference between SST and BWT was larger in
the summer of the LIG than today across our study region
(Supplementary Fig. 2).

Notably, the maximum SST anomalies (LIGePD) of about 2 �C in
the North Sea, the Skagerrak, the Kattegat, and the Danish Straits
occurred during summer. In the southern Baltic and the Baltic
Proper the maximum anomalies reached ~4 �C, while in the North
Atlantic and the Nordic Sea, the anomalies were smaller, at around
1 �C (Fig. 4). The BWT anomalies for all months and locations
included in our study indicate that the LIG bottomwater was cooler
than that of the PD. The BWT anomalies in the transition area (i.e.,
the Kattegat and the Danish Straits) display stronger seasonal var-
iations (Fig. 3) due to the relatively shallow water depth, whereas
inside the Baltic Sea and outside the Skagerrak to the open ocean,
the BWT anomalies were more stable throughout different seasons
(Fig. 4).

In the relatively shallower transition zone and the southern
Baltic, simulated surface- and bottom-water salinities indicate large
differences in seasonality (Fig. 3). From the Kattegat to the Baltic
Proper, the LIG annual mean salinities were consistently higher
than those of the PD period by 0.4e1.9. However, outside the Baltic
Sea, salinity ranges for both the LIG and the PD were quite similar,
between �0.4 and �0.1. The surface water salinities (SSSs) were
significantly lower between May and September compared to
colder months during both the LIG and the PD in the transition
zone. In contrast, bottom water salinities (BWSs) show no signifi-
cant seasonal difference, except in the Danish Straits, where higher
summer and early autumn BWS led to amore pronounced halocline
for both the LIG and the PD.

The annual mean salinity anomalies were more pronounced in
the surface water than in the bottom water in the Skagerrak-
Kattegat-Baltic Sea. These anomalies increased along the transect
from the transition zone to the Baltic Proper (Fig. 5). In the Ska-
gerrak, the Kattegat, and the Danish Straits, the SSS annual anom-
alies were ~1 larger than BWS anomalies. In the Baltic Proper and
the southern Baltic Sea, the differences between SSS and BWS
anomalies were smaller (~0.5). Outside the Skagerrak, there was no
significant difference between the SSS and BWS anomalies in the
water column.

In the transition zone (i.e., the Skagerrak, the Kattegat, and the
Danish Straits), the SSS anomalies were less positive in August and
September compared to other months. The BWS anomalies show
no significant seasonality from the Skagerrak to the North Atlantic
Ocean. From the transition zone to the southern Baltic Sea, the
shallower water depth contributed to larger seasonal variations in
BWS anomalies. This resulted in a salinity difference of up to 1
between summer (i.e., July) and winter (i.e., February).

3.1.2. The last interglacial (LIG) compared with the pre-industrial
(PI) conditions

The model responded with a higher mean temperature and
salinity in the Baltic Sea in the LIG than in the PI simulation. There
was also a larger seasonality in the surface waters during the LIG
(Fig. 6). The anomalies of SST and BWT were generally higher
compared with the LIGePD anomalies. During the LIG, summer
SSTs were significantly higher than those in PI, with anomalies
reaching up to 7 �C in the Baltic Proper. The temperature anomalies
(LIGePI) were consistently positive, indicating a warmer water
column during the LIG compared to that of the PI (Fig. 6). The SST
anomalies in the LIG were much higher during the summer
months, up to 5e6 �C than in other months. The BWT, however,



Fig. 3. Simulated monthly temperature [�C] and salinity [PSU] anomalies: the LIG 127 ka BP minus PD (1990 CE), at four locations in the transition zone (i.e., the Kattegat and the
Danish Straits) and the Baltic Sea (Fig. 1).

Fig. 4. Simulated monthly temperature [�C] and salinity [PSU] anomalies: the LIG 127 ka BP minus PD (1990 CE), at four locations in the North Atlantic to the Skagerrak.
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shows no seasonal variation due to a greater water depth in the
North AtlanticeNorth Sea region and the Baltic Proper, while in the
transition zone, there was a seasonal variation.

The SSS and BWS were generally higher during the LIG than
those during the PI in the Danish Straits and the Baltic Sea (Fig. 6).
The mean salinity anomalies (LIGePI) increased along the
Skagerrak-Kattegat-Baltic Sea. The seasonal variations were
5

relatively higher in the Skagerrak, the Kattegat, and the transition
zone, suggesting that in the more open-marine conditions and
within the Baltic Sea, salinity anomalies did not exhibit significant
seasonal variability. The seasonal variation amplitude of SSS
anomalies was higher than the BWS anomalies. However, we
observed no significant difference between the means of SSS and
BWS anomalies across all the regions.



Fig. 5. The annual mean salinity anomalies in the water column (LIGePD) in eight
locations in the region of the North Atlantic and the Baltic Sea.
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3.2. Simulated precipitationeminuseevaporation (PeE), NAO index
and sea-ice

The difference between precipitation and evaporation (precip-
itationeminuseevaporation, PeE) shows different seasonal varia-
tions across various study areas during both the LIG and the PD
(Fig. 7). The annual PeE of the LIG was significantly lower than that
of the PD in all the regions. The LIG PeE values were mostly
negative, indicating dry conditions, during summer and early
autumn in the transition zone and the Baltic Proper. The North
Atlantic, North Sea, and Norwegian Sea regions experienced
6

positive PeE values, suggesting wet conditions during summer and
early autumn. PeE anomalies (LIGePD) in different regions show
different seasonal variations (grey lines in Fig. 7). In the region
Skagerrak-Baltic, PeE anomalies were more negative during sum-
mer and early autumn compared to other months, while in open
sea regions like the North Atlantic, North Sea and Norwegian Sea,
PeE anomalies were less negative.

The annual mean PeE values for the LIG and the PI demonstrate
no significant difference in most study regions, except for the
transition zone (the Kattegat and the Danish Straits). In these areas,
the PI PeE values were higher than those of the LIG (Fig. 7), indi-
cating dryer conditions during the LIG than during the PI. The
seasonal PeE variations of the LIG and the PI show no significant
difference in any regions.

Monthly mean SLP near the Azores and Iceland shows different
seasonal variations. Near the Azores, the SLPs were comparatively
lower during summer compared to other seasons, while near
central Iceland, the SLPs were relatively higher in the middle of the
year. The NAO index shows a negative phase from April to August
(October) during the LIG (PD) simulations (Fig. 8), and a positive
phase from September (November) to March. No significant sea-
sonal variation was observed for the NAO index anomalies
(LIGePD), which fell within the range of ±0.5, except for the
October NAO index in the LIG, which was significantly higher than
that in the PD. The PI NAO index displays no difference in variation
compared to the PD. There was no significant difference in the
variation or mean of the NAO index between the LIG and the PD
periods or between the LIG and the PI periods (Supplementary
Fig. 3). Similarly, the NAO index anomalies LIGePD and LIGePI
show no significant difference.

During thewinter months, sea-ice coverage in the Baltic Seawas
higher in the PI compared to the LIG and the PD (Supplementary
Fig. 4a), while the LIG and the PD periods had similar sea-ice
extent. No significant difference was found in the annual mean
sea-ice extent and thickness within the Baltic Sea across the three
periods. The sea-ice thickness anomaly (LIG-PD) shows thicker sea-
ice (Supplementary Fig. 4b), therefore, the sea-ice volume was
larger in the Arctic region during the PD compared with that of the
LIG.

4. Discussion

4.1. Variations in seasonal seawater conditions in the North
SeaeBaltic Sea region

The EC-Earth model simulations reveal a more pronounced
seasonality in seawater temperatures (both SST and BWT) during
the LIG compared to the PD. This finding aligns with the simulated
continental temperatures with the ECHOeG model (Kaspar et al.,
2005) and is attributed to the increased summer and decreased
winter insolation during the LIG (Laskar et al., 2004). Notably,
higher insolation during the LIG was observed from April to July,
leading to a roughly two-month delay in surface seawater warm-
ing. In the LIG, the differences between SST and BWT in all regions
were significantly larger than those in the PD during the warm
months (Supplementary Fig. 2), suggesting a stronger thermocline
during the warm season in the LIG. However, the simulated depths
of the thermocline show no significant difference between any two
periods (i.e., LIGePI or LIGePD).

The differences between BWS and SSS anomalies (LIGePD) in
the warm season were higher than in the cold season, indicating a
stronger halocline during the summer months at most of the lo-
cations (Supplementary Fig. 5). In the transition zone, SSS anoma-
lies were larger than BWS anomalies when comparing the LIG to
the PD, meaning the salinity differences between the surface and
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bottomwater were smaller during the LIG. This can be attributed to
higher SSS caused by an increased inflow of North Atlantic surface
water and drier conditions with lower PeE during the LIG
compared to that during the PD. The halocline was notably weaker
in the LIG than in the PD, particularly in the transition zone and the
Baltic Sea region, as evidenced by the smaller salinity differences
between BWS and SSS. Annual salinity anomalies in different re-
gions reveal positive anomalies in the transition zone, which fol-
lows the pathway from the Skagerrak through the Kattegat and the
Danish Straits (Fig. 5). This suggests that the saline waterfront,
where marine water mixes with brackish water, had expanded
further into the Baltic Sea during the LIG. Consequently, more sig-
nificant inflow events led to higher salinity in the southern Baltic
and deep water renewal in the Baltic Proper.
7

The densities of the seawater in the LIG were greater than those
in the PD in the transition zone (Kattegat and the Danish Straits)
and the Baltic Sea, while in the North Atlantic, the North Sea and
the Norwegian Sea, the densities were the opposite (Fig. 9). The
calculations (density of Standard Mean Ocean Water, rSMOW)
were based on temperature and salinity (Massel, 2015, Eq. A0.2).
The density anomalies (LIGePD) were larger during cold season
compared to warm season (July, August, and September) in the
transition zone. This can be attributed to a higher temperature and
lower salinity in the LIG during thewarm season. As a result, the LIG
exhibited a more distinct seasonal variation in the pycnocline e a
layer in the oceanwhere water density changes rapidly - compared
to the PD in the transition zone and the Baltic Sea. This led to a
stronger pycnocline in July and August, and a weaker one in the
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remaining months. The intensified pycnocline during the warm
months (July to September) in the LIG likely contributed to a greater
stratification of the water column in the coastal area of the Baltic
Sea, especially in the area with shallower water depth or warmer
bottom water, such as Kattegat and Mommark site in the Danish
8

Straits. This increased stratification could have resulted in seasonal
hypoxia in the bottomwater, causing stress onmarine life. Evidence
of this stress can be found at the Mommark site, where high levels
of benthic foraminiferal flux (Kristensen and Knudsen, 2006),
increased Mn/Ca ratios in benthic foraminifera (Ni et al., 2021), and



Fig. 8. Simulated monthly NAO index based on sea level pressure near the Azores and
Iceland of LIG, PD, and LIG-PD anomalies.
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an abundance of hypoxia tolerant mollusc fauna (Funder and Balic-
Zunic, 2006) were observed. These findings suggest the presence of
bottom water oxygen stress and hypoxic bottom water conditions,
which agrees with the results of our model simulation.
4.2. Comparison of reconstructed and simulated results

4.2.1. Temperature
The BWT reconstructions (mean values of a time slice between

128 and 126 ka BP) agree with the simulations by indicating lower
LIG spring and summer BWTat ~127 ka BP compared to themodern
Fig. 9. Calculated monthly seawater density (rSMOW) anomalies based on temperature and
to the Skagerrak and the transition zone to the Baltic Proper.

9

observations in 1990 CE (PDobs for proxy-based results) and the
PDtransient (1976e2005 CE) transient simulations (PDtransient for
model simulations, supplementary Fig. 6) in the transition zone and
the southern Baltic Sea sites. The reconstructed LIG spring BWTs
were 0e4 �C lower than the PDobs spring BWTs in these areas, while
the LIG summer BWTs were 1e4 �C lower. The proxy re-
constructions show higher amplitudes of BWT anomalies than the
simulation in the Danish Straits (spring) and the southern Baltic Sea
(summer), but lower in the Skagerrak and Kattegat (spring, Fig. 10).
Both the proxy data and model simulation suggest that the bottom
water was cooler during the LIG.

The summer SST estimates also support the result that the LIG
SST was higher than in modern times. However, the reconstructed
SST based on gastropod d18O shows temperatures up to ~12 �C
higher during the LIG's warmest season (Burman and Påsse, 2008),
which is significantly higher than the simulated LIG-PDtransient
differences. These differences may be due to the uncertainty in the
gastropod d18O-based temperature calculation using a fixed salinity
estimate (29 PSU), as well as the use of modern bathymetry and
sea-level settings in the model, or the limitations of the global
model in capturing the effects of the wider and deeper connection
to the North Sea during the LIG. Moreover, the coastal proxy data
are heavily influenced by water depth, with the global models may
not accurately represent at high resolutions. The comparisons of
proxy reconstructions of SST and terrestrial temperature to simu-
lations for 125 ka during the LIG on a European or global scale also
indicate a generally warmer climate during the LIG than during the
PI (Kaspar et al., 2005; OttoeBliesner et al., 2013). Notably, the SST
anomalies during summer were higher than those during winter.

Bothmodel simulations and proxy reconstructions reveal higher
SSTand lower BWT during the LIG summer. This suggests a stronger
seasonal thermocline in the water column in the transition zone
and the southern Baltic Sea during the LIG. The Danish Strait,
however, shows no significant difference in summer mean BWT
between the LIG and the PDtransient, which could also be due to
salinity simulations: LIG 127 ka BP minus PD (1990 CE) at locations in the North Atlantic



Fig. 10. Proxyebased and model simulations (LIGePDtransient) of spring (MAM) and summer (JJA) of bottomwater temperature and salinity anomalies at six sites (indicated by green
numbers in Fig.1; the Skagerrak: 1) Åsted Vest; the Kattegat: 2) Anholt; the Danish Straits: 3) Mommark, 4) Ristinge; the southern Baltic: 5) Licze, 6) Obrzynowo. Error bars indicate
one standard deviation.
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different water depth sensitivity of data and model. Although
topography changes were not included in the model, the agree-
ment between the model simulation and proxy data highlights the
potential influence of orbital and GHG settings on water thermal
conditions in the North SeaeBaltic Sea transition zone and the
Baltic Sea during different interglacial periods.

The simulated SST patterns exhibit greater similarities to the
mean temperature of central Europe (Kühl and Litt, 2003) than to
the northern Finland and the Nordic Seas (Kaspar et al., 2005;
Bauch et al., 1999; Irvalı et al., 2012; Salonen et al., 2018). This
suggests increased sensitivity to the Baltic Sea sea-ice and potential
meltwater influences at northern high latitudes. In the Baltic Sea,
the simulated sea-ice front reached around 60� N (Supplementary
Fig. 4), meaning that the Baltic Proper and the southern Baltic Sea
could have experiencedminor influence from seasonal variations in
sea-ice volume. Besides insolation influences, other factors such as
circulation changes and the influx of warm water due to the wider
opening in the Danish Straits and higher sea level during the first
half of the LIG, also played significant roles in the amplitude of the
seasonal cycle detected in the proxy reconstructions.
4.2.2. Salinity
Studies on paleo marine environments in the Kattegat at 125 ka

BP suggest that the SSS was higher during the LIG. This conclusion
is based on studies of gastropod d18O (Burman and Påsse, 2008),
mollusc faunas (Funder et al., 2002), and diatom and dinoflagellate
cyst (Head et al., 2005; Knudsen et al., 2012). These reconstructions
indicate a higher SSS during the LIG, which is in overall agreement
with our model simulations. In the transition zone and the
10
southern Baltic Sea, the reconstructed and simulated BWSs in
spring and summer generally agree, showing a range of 0e4.
However, at two specific sites: Mommark in the Danish Straits and
the site Licze in the southern Baltic, the reconstructed BWSs were
lower during the LIG compared to those of the PDobs (Ni et al., 2021,
Fig. 10). The site Licze was located near to river mouths, which
would have had a significant impact on freshwater input during the
LIG. At Mommark, the benthic foraminifera species Elphidium
clavatum was the dominant species, whereas the species Ammonia
batava, which prefers shallower and less saline environments, was
less abundant (Kristensen and Knudsen, 2006). This suggests that
the water at Mommark was deeper compared to the nearby site
Ristinge in the Danish Straits. The water depth at Mommark was
~22 m in the model simulations. The disagreement of proxy
reconstructed and simulated BWS (Fig. 10, Danish Straits 1) in-
dicates that at site Mommark, deeper waters (over 22 m) were
required to reach a negative BWS LIGePDtransient anomaly, which
agrees with the previous fauna assemblage results (Kristensen and
Knudsen, 2006). When comparing BWS conditions, it is important
to consider different water depths during various time periods in
coastal areas. During summer, the site Licze - an estuary of the
Vistula River - was more affected by river input than the southern
Baltic Sea. This led to fresher bottom water conditions despite the
more negative PeE in the LIG.

During the LIG, the Baltic Sea in general experienced signifi-
cantly higher salinity levels than today, mainly due to a more open
connection to the North Atlantic Ocean and a gradual increase in
water depth over time (Seidenkrantz et al., 2000; Head et al., 2005;
Knudsen et al., 2012; Ni et al., 2021). This connection which linked
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to both the isostatic depression of the area from the penultimate
glaciation and the higher sea-level during the LIG (Seidenkrantz
et al., 2000) allowed for more marine water input, resulting in a
more saline Baltic Sea environment. Even though our model does
not account for such topographical changes of deeper waters and
wider sea connections, the simulations show similar results, i.e., a
more saline transition zone and the Baltic Sea in LIG. However, the
model's accuracy may be influenced by these factors.

The increased exchange of saline and brackish water between
the North Sea and the Baltic Sea during the LIG likely contributes to
deep water formation in the eastern and central parts of the Baltic
Sea. This, in turn, may have enhanced deep water ventilation.
Moreover, proxy-based BWS reconstructions from the southern
Baltic coastal area indicate a greater seasonality than our simula-
tion suggests, particularly during spring and summer (Ni et al.,
2021). This discrepancy could be due to the seasonal water depth
changes.

4.3. Implications of the LIG environment in the North SeaeBaltic
Sea region

4.3.1. Temperature changes
Simulations and proxy reconstructions show larger differences

between SST and BWT during the LIG warmmonths (e.g., JuneOct),
suggesting a more robust thermocline compared to the PD. The
reconstructed BWT agrees with the simulations, demonstrating a
lower BWT during the LIG in both spring and summer. This is
mainly ascribed to higher GHG levels in the PD, even though the LIG
had the stronger summer insolation. In converse, at the shallower
sites (20e25 m water depth) in the transition zone (the Kattegat
and the Danish Straits), the BWT anomalies reveal warmer summer
conditions during the LIG. This suggests that insolation was the
dominant factor affecting BWT at water depths less than 20e25 m.

The SST of the LIG was higher in summer and lower in winter
compared to that of the PD, which can be attributed to the inso-
lation variations during those months (Supplementary Fig. 1).
Lower winter SST in the LIG was due to decreased winter insolation
and lower GHG levels during the LIG compared to the PD.
Comparing the LIG to PD and the LIG to PI water temperature
anomalies highlight the impact of anthropogenic GHG. The annual
mean temperature anomalies of LIGePI were 2e3 �C higher than
those for LIGePD at the eight key locations (Fig. 6). This difference
can be attributed to the elevated GHG concentration (CO2: 124%,
N2O: 211%, CH4: 113%) in the PD due to human activities compared
to the conditions in the PI period.

However, stronger insolation fluctuations during the LIG resul-
ted in pronounced seasonal temperature variations and a much
higher summer SST compared to both the PI and the PD. Temper-
ature anomalies of LIGePD show significant inverse correlations
with the PeE in the Kattegat, the Skagerrak, and the southern
Baltic. More negative PeE anomalies during summer indicate drier
conditions with higher evaporation and/or lower precipitation at
the Baltic Sea entrance during the LIG.

This seawater temperature and PeE relationship does not apply
to the open ocean area (the North Atlantic, the Norwegian Sea, and
the North Sea) and the Baltic Proper, suggesting different PeE
patterns for oceanic and terrestrial climates. In open ocean areas,
the LIG-PD SST anomaly positively correlated with PeE, indicating
that higher SST led to increased moisture and more precipitation.

Compared to the North Sea and open ocean area, the Baltic Sea
displays a higher sensitivity to heat content changes in response to
wind forcing (Schrum and Backhaus, 1999). An enhanced NAO
during the LIG led to enhancedwinter convection andwesterlies, as
a consequence of a weaker winter thermocline (smaller DT,
Supplementary Fig. 2) compared with that during summer in the
11
brackish water-dominated Baltic region (Schrum and Backhaus,
1999) during the LIG. Enhanced heat exchange between the sea
surface and bottom water was expected during the LIG winter in
the Baltic Sea.

4.3.2. Salinity changes
Seasonal variations in SSS and BWS in the Skagerrak and the

transition zone are larger compared to those in the open ocean area
and Baltic Proper. This is due to their relatively shallower water
depth and unique locations, where a mix of marine and brackish
water occurs. The water depth used in the simulations significantly
influences water temperature and salinity results, and their
amplitude variations in the coastal region and transition zones.

The disagreement between proxy reconstructions and model
simulations of LIGePD BWS at site Mommark, the Danish Straits
may be partly attributed to the differences in water depth. Lower
SSS during summer in these regions, along with lower PeE (higher
evaporation and/or lower precipitation) suggests that PeE does not
directly control SSS. Slightly lower salinity in the open ocean area
(Fig. 5) during the LIG compared with that of the PD could be due to
reduced sea-ice extent and thickness during the LIG
(Supplementary Fig. 4) rather than the direct PeE effect. The AMOC
simulations (EC-Earth3-LR, Zhang et al., 2021) and findings of
warmer waters (Seidenkrantz et al., 2000; Grøsfjeld et al., 2006;
Galaasen et al., 2014; Irvalı et al., 2012) indicate a stronger AMOC
during the LIG compared with that of the PI, which would impact
the temperature and salinity. The ocean circulation plays a more
decisive role in affecting salinity of LIG-PI in the North Atlantic e

North Sea region comparing with the direct effects of sea-ice con-
tent and PeE. The higher salinity during the LIG than that of the PI
in the open ocean area in our simulations is likely ascribed to a
stronger AMOC and more salty Atlantic water transported north-
ward to the North Sea area.

The NAO may mainly control SSS in the transition zones,
resulting in higher winter SSS due to increased saline water input
from the North Sea into the Baltic Sea during positive winter NAO
phases and increased freshwater outflow from the Baltic Sea in
summer. The LIGePI NAO anomalies show significant positive
correlations with SSS and BWS anomalies in the transition area (the
Kattegat and Danish Straits). During the LIG, a predominantly
positive NAO index during cold seasons, particularly in October,
may have played a crucial role in increasing westerlies and asso-
ciated North Atlantic saline water inflow into the Baltic Sea
compared to the PI. This would result in more wind-driven major
inflows into the Baltic Sea and more intensive water exchange
between the North Sea and the Baltic Sea during the LIG.

Near sea surface wind pattern anomalies (LIGePI) during
winter, mostly in November and December, show stronger west-
erlies in the LIG, resulting in increased saline water input through
the Baltic Sea entrance (Supplementary Fig. 7a) compared to that in
the PI. However, correlations between NAO and salinity anomalies
of LIGePD are not significant. The westerly anomalies of LIG-PD
were not the dominant factor (Supplementary Fig. 7b), indicating
that the differences in salinity between the LIG and the PD are
affected by multiple factors that mask a clear NAO influence (such
as strong GHG effects), while the differences between the LIG and
the PI are mainly controlled by NAO variations. The differences
between BWSs between LIGePI and LIGePD are not significant in
the Kattegat, the Danish Straits, and the Baltic Proper, but are sig-
nificant at other locations. This suggests that GHG-related climate
changes during the PD acted as a nonedominant controlling factor
for BWS at the BalticeNorth Sea entrance and the inner Baltic Sea.

4.3.3. Precipitation-evaporation changes
The simulated PeE during the LIG was lower than that of the PD,
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indicating higher evaporation than precipitation in the LIG. Simu-
lated modern PeE in the Baltic Sea shows positive values, consis-
tent with longeterm (1981e1994) means of precipitation and
evaporation estimates for various Baltic Sea regions, including the
Kattegat and the Danish Straits (Omstedt et al., 1997).

There is no significant seasonal PeE fluctuation in LIGePI
anomalies, suggesting that factors such as insolation, tempera-
ture, and NAO had a minor impact on the PeE in the region.
However, the PeE during the LIG and PD show significant differ-
ences, mainly due to a more positive PD PeE and stronger seasonal
variations.

The PeE varied across different locations, such as land and sea.
In open sea areas, such as the North Atlantic to the Norwegian Sea,
the winter PeE of the PD was higher than that of the LIG and the PI,
indicating a relatively wetter winter during the PD. In the coastal
area, such as the Kattegat, Danish Straits, and the southern Baltic,
the PD summer/autumn PeE displays more positive values
compared to those in the LIG, indicating wetter summer/autumn
conditions in coastal regions compared to the LIG. The relatively
drier atmospheric conditions with less precipitation compared to
evaporation in LIG summer, especially in the transition zone and
the southern Baltic Sea, are related to warming over the Baltic Sea
and westward advection of moisture from the Baltic Sea to the
more open ocean. In open ocean regions, such as the North Atlantic,
the North Sea, and the Norwegian Sea, the PeE impact on seawater
salinity was minimal.
5. Conclusions

We focused on snapshot simulations in the LIG (127 ka BP), PI
(1850 CE), and PD (1990 CE), examining seawater temperature,
salinity, and their interactions with the PeE, sea-ice and NAO at
eight key locations. We combined model simulations and
proxyebased reconstructions to investigate the seawater condi-
tions in the Baltic Sea e North Sea region during the LIG, and
compared these findings with the modern (PDtransient, 1976e2005
CE for model simulation and PDobs, 1990 CE for proxy-data)
environment.

Our findings highlight the effects of stronger seasonal insolation
variations during the LIG and elevated greenhouse gas concentra-
tions during the PD. This suggests a greater seasonal variation of
seawater conditions in the North SeaeBaltic Sea transition zone
during the LIG, primarily due to stronger summer solar insolation.

The simulated monthly sea surface and bottom water temper-
ature and salinity for the same locations at ~127 ka BP are generally
in agreement with proxy-based reconstructions from the same
time slice. The water temperature reconstructions based on the
geochemistry of fossils reveal higher summer sea surface temper-
ature (SST) and lower bottomwater temperature (BWT) during the
LIG. This suggests a more pronounced thermocline in the transition
zone, which includes the Kattegat and the Danish Straits, compared
to that of the PD. These findings are supported by the model sim-
ulations, and similar patterns were observed in both the North
Atlantic and Baltic Sea regions.

The reconstructed and simulated bottom water salinity (BWS)
data agree that during the LIG, the transition zone and the Baltic Sea
experienced higher salinity levels in both spring and summer
compared to that of the PD. Sea surface salinity (SSS) re-
constructions in the Kattegat also indicate higher salinity levels
during the LIG, which aligns with simulation results. The smaller
salinity differences between surfacee and bottomewaters during
the LIG summer suggest a weaker halocline in the North SeaeBaltic
Sea region compared to today. The discrepancy between proxy
12
reconstructed and simulated BWS at the Danish Straits may stem
from different water depths, but further research with more proxy
data and higher resolution models incorporating LIG topography
are necessary for a more thorough investigation.

The significant inverse correlation between SST and PeE at the
Baltic entrance indicates that seawater temperature impacted the
PeE patterns in the Skagerrak, the Kattegat, and the southern
Baltic. The greater density difference in the water column during
the LIG summer primarily due to the enhanced thermocline could
have led to stronger stratification and hypoxic bottom water con-
ditions. Higher SSS levels in the transition zone and southern Baltic
Sea, along with more negative PeE values, imply a more arid
environment in these regions during the LIG summer compared to
the PD.

LIGePI NAO anomalies show significant positive correlations
with SSS anomalies in the transition area. A predominantly positive
NAO phase during the LIG winters, most notably in October, may
explain a substantial portion of the higher salinities in the Baltic
Sea.
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