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The social network of proteins

Majority of ‘life’ depends on interactions, particularly protein-protein
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HADDOCK:
An integrative modeling platform
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HADDOCK

Rigid body energy minimisation
𝑯𝑺 = 𝟏. 𝟎 𝑬𝒆𝒍𝒆𝒄 + 𝟎. 𝟎𝟏 𝑬𝒗𝒅𝒘 + 𝟏. 𝟎 𝑬𝒅𝒆𝒔𝒐𝒍𝒗 + 𝟎. 𝟎𝟏 𝑬𝑨𝑰𝑹 − 𝟎. 𝟎𝟏 𝑩𝑺𝑨

Simulated annealing in torsional space
𝑯𝑺 = 𝟏. 𝟎 𝑬𝒆𝒍𝒆𝒄 + 𝟏. 𝟎 𝑬𝒗𝒅𝒘 + 𝟏. 𝟎 𝑬𝒅𝒆𝒔𝒐𝒍𝒗 + 𝟎. 𝟏 𝑬𝑨𝑰𝑹 − 𝟎. 𝟎𝟏 𝑩𝑺𝑨

Refinement in explicit solvent and cartesian space
𝑯𝑺 = 𝟎. 𝟐 𝑬𝒆𝒍𝒆𝒄 + 𝟏. 𝟎 𝑬𝒗𝒅𝒘 + 𝟏. 𝟎 𝑬𝒅𝒆𝒔𝒐𝒍𝒗 + 𝟎. 𝟏 𝑬𝑨𝑰𝑹
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ADDOCK
High-Ambiguity Driven Dockingsaxsxl-ms

bioinfo
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ut
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is nmr HADDOCK web portal (WeNMR)

> 35000 registered users

> 530000 served runs since June 2008

Ø 65% on the EOSC HTC resources 
(>80% for 2.4) 

Ø Integrated in the EOSC marketplace
De Vries et al. Nature Prot. 2010

Van Zundert et al. J.Mol.Biol. 2016

https://wenmr.science.uu.nl
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COVID19 effect

The HADDOCK workflow machinery was modified to improve its efficiency and meet the increased 
demand (and more resources were allocated thanks to EGI/EOSC/OSG).

HADDOCK: Meeting the increased demand
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Introducing HADDOCK v3

João MC Teixeira

Marco Giulini

Brian Jimenez

Rodrigo 
Vargas Honorato
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From static workflow …

HAD
DO

CK
2

Parameterizable pipeline
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HADDOCK 2

… to a modular workflow architecture

Catalogue of 
independent 
modules
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Combining the different pieces

Catalogue of 
independent 
modules
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Catalogue of 
independent 
modules

Combining the different pieces
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sampling

Rigid Body

lightdock

gdock

refinement

Semi-Flexible ref.

Energy minimization

Short MD w/ explicit water

openMM

topology

All-atom topology

analysis
CAPRI eval

RMSD matrix

Clust by FCC

Clust by RMSD

Select top model

Select top cluster

DeepRank

scoring

All-atom scoring

All-atom scoring w/ MDexp. water

Mix and match modules to 
build custom workflows

# =============================================
# Protein-protein docking example with 
# NMR-derived ambiguous interaction restraints

# directory in which the scoring will be done
run_dir = "run1"

# molecules to be docked
molecules =  [

"data/e2aP_1F3G.pdb",
"data/hpr_ensemble.pdb"
]

# =============================================
[topoaa]

[rigidbody]
ambig_fname = "data/e2a-hpr_air.tbl"
sampling = 1000

[seletop]
select = 200

[flexref]
ambig_fname = "data/e2a-hpr_air.tbl"

[emref]
ambig_fname = "data/e2a-hpr_air.tbl"

[caprieval]

[clustfcc]

[seletopclusts]

[caprieval]

# =============================================
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HADDOCK3’s open-source repository

https://github.com/haddocking/haddock3
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HADDOCK3 development time line
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How to run?

Config file

$ haddock3 m y-file.tom l

results folder
>_

Current state: Only command line
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Current execution modes

• Local
# compute mode
mode = "local"
ncores = 40

• HPC (slurm & torque currently supported)

# compute mode
mode = "hpc"
# Batch queue to use
queue = "short"
# Concatenate models inside each job
concat = 5
# Limit the number of concurrent submissions to the queue
queue_limit = 250
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Current execution modes

• MPI
# compute mode
mode = "mpi"
#  5 nodes x 50 tasks = ncores = 250
ncores = 250
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ideal
it1 scaling
it0 scaling
full workflow clean=false
full workflow

Antibody-antigen surface example
Sampling: 10240/2048/2048 

rigidbody/flexref/emref
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haddock-runner
Run large scale HADDOCK simulations using multiple

input molecules in different scenarios

User-guide: bonvinlab.org/education/haddock-runner

Source-code: github.com/haddocking/haddock-runner

❏ Supports HADDOCK2.4, HADDOCK2.5 and HADDOCK3.0

❏ Scenarios are defined in standard YAML file

❏ Standalone executable

❏ Replicable and easily shared data generation blueprint

❏ Enables high throughput by leveraging HADDOCK’s internal 

scheduling routines

❏ Free, Open and FAIR

Rodrigo 
Vargas Honorato

http://bonvinlab.org/education/haddock-runner
http://github.com/haddocking/haddock-runner
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HADDOCK3.0HADDOCK2.4

Examples of runner config files
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Example workflow 
(not possible in HADDOCK2.X)

2. Rigid-body (10000)

6. Flexref

8. EMref

5. Select clusters (min size 4)
(max. 20 models per cluster)

4. FCC clustering

1. Build topo

3. CAPRIeval

7. CAPRIeval

9. CAPRIeval

11. Select clusters (min size 4)

10. FCC clustering

12. CAPRIeval

Antibody-antigen modelling with only CDR info and full surface on the antigen
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Example workflow 
(not possible in HADDOCK2.X)

Antibody-antigen modelling with only CDR info and full surface on the antigen

Rigid body Final refinement clusters
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The plan…
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The plan…
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The plan…
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Toward a new interface for HADDOCK3

Web application 
to build and 
execute 
HADDOCK3 
workflows and 
manage,  view 
and analyze 
results

github.com/i-VRESSE/bartended-haddock3
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The workflow builder

https://github.com/i-VRESSE/workflow-builder 
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Workflow builder

Workflow builder 
is dynamically 
configured based 
on HADDOCK3’s 
modules 
definitions and 
parameters

Drag and drop
workflow builder
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Easy integration: E.g. Galaxy
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Easy integration: E.g. JupyterLab
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The bartender

github.com/i-VRESSE/bartender

Backend to 
schedule jobs 
on various 
infrastructures
and user 
management with 
social logins

Generic:
Can be configured 
as scheduler for any 
kind of of service 
(requires CLI or 
container)
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RESTful 
application with 
dynamic 
documentation of 
its APIs

Needs to be 
configured on 
some (remote) 
server(s)
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Bartender - Job flow
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Management and analysis platform

github.com/i-VRESSE/...   

Will provide data 
management, 
analysis and 
visualization 
tools
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HADDOCK3 analyse report

HADDOCK3 can 
automatically 
generate interactive 
analysis plots
(similar to what the 
2.4 server gives)

Will form the basis 
for the analysis 
interface
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HADDOCK3 analyse report
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Bartended HADDOCK3 overall workflow
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https://github.com/i-VRESSE

i-VRESSE



Overview

g General introduction 

g Introducing the new modular HADDOCK3

g Towards a virtual research environment for 

HADDOCK3 – i-VRESSE

g Conclusions



[Faculty of Science
Chemistry]

• Finalizing the 1st production release of HADDOCK3
– Modularity and custom workflows
– Integrated analysis tools that can be leveraged by the VRE (only offered until now 

via the web server for HADDOCK2.X)
– Both HTC and HPC oriented (EuroHPC BioExcel CoE core software)

• New VRE software for integrative modelling  (i-VRESSE)
– Will provide the user-friendly interface and integrated backend to 

build/execute/analyze HADDOCK3 workflows
– Easy off-site deployment with docker compose (next to centralized WeNMR service)
– Generic technology that can be reused for other projects

Conclusions

https://github.com/i-VRESSE
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HADDOCK online: 
• https://wenmr.science.uu.nl
• https://bonvinlab.org/software
• https://github.org/haddocking
• https://github.org/i-VRESSE
• https://ask.bioexcel.eu

Thank you for your attention!


