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Abstract: Agriculture is being the world's largest industry; it 

plays a major role in maintaining the economic stability of 

developing countries. Because of the responsibilities that this 

sector bears, it is critical to find the precision of production in 

making profitable decisions in agricultural sector. Machine 

learning is the most effective tool for making decisions. Machine 

learning techniques with correct optimizations have been utilized 

in conjunction with the use of multiple algorithms and create an 

accurate model for predicting production and also in guiding to 

improve crop cultivation for enhanced output. The elements like 

cost of cultivation, cost of production, and yield are utilized to 

predict the crop yield during the analysis. In this study, the 

necessary data was acquired, and the methodologies and features 

employed in agricultural yield analysis were studied. During the 

literature survey more than 50 articles were referred for analysis. 

Relevant topics were collected from electronic databases and 

found useful machine learning approaches with which desired 

model was developed. Along with Random Forest, Decision Trees, 

and Support Vector Machine, Gaussian Nave Bayes, and Ada 

Boost machine learning techniques, Carl Pearson Correlation, 

Mutual Information, and Chi Square Feature Selection 

techniques were applied. The accuracy percentage for different 

algorithms was calculated crop yield prediction with and without 

feature selection approaches. We also used time complexities to 

figure out which method is the most efficient and accurate. 

Keywords: Yield Analysis, Decision Tree, Feature Selection, 

Random Forest, Crop Selection. 

I. INTRODUCTION 

Even for big datasets, machine learning is a promising tool 

for both descriptive and predictive answers; it was crucial in 

our prediction effort. Deep learning approaches use a 

practical approach to make better predictions by analyzing 

the data presented based on various features.  

 
 

Manuscript received on 28 November 2022 | Revised 

Manuscript received on 03 December 2022 | Manuscript 

Accepted on 15 December 2022 | Manuscript published on 30 

December 2022. 
*Correspondence Author (s) 

Dr. T. V. Rajini Kanth, Professor & Head, Department of Computer 

Science Engineering- AI & ML, SNIST, Hyderabad (Telangana), India.  

Burma Kavya*, B.Tech Students, Department of Computer Science and 
Engineering, Sreenidhi Institute of Science and Technology, Hyderabad 

(Telangana), India. E-mail: burma.kavya1312@gmail.com  

Narameta Thanuja Sri, B.Tech Students, Department of Computer 

Science and Engineering, Sreenidhi Institute of Science and Technology, 

Hyderabad (Telangana), India. 
Alley Yashwanth Saikrishna, B.Tech Students, Department of Computer 

Science and Engineering, Sreenidhi Institute of Science and Technology, 

Hyderabad (Telangana), India. 
 

     ©The Authors. Published by Blue Eyes Intelligence Engineering and 

Sciences Publication (BEIESP). This is an open access article under the  
CC-BY-NC-ND license http://creativecommons.org/licenses/by-nc-nd/4.0/ 

 

Machine Learning, a part of Artificial Intelligence, will 

entail finding patterns and correlations and uncovering 

information, which can then be used to create a model for an 

application using data sets and algorithms to train and test the 

model.  Because the agriculture business is growing at an 

exponential rate in tandem with the population, finding an 

accurate yield prediction based on various criteria has 

become difficult. Agriculture production can be forecast in a 

variety of methods utilizing a variety of criteria such as crop 

requirements, geographical and climate data, and so on. In 

addition, in this study, gathered data on state, crop, cost of 

cultivation, cost of cultivation C2, cost of production, and 

yield in order to generate accurate predictions, which aids in 

yield prediction. Machine learning approaches were used to 

compare the accuracy of algorithms including Support Vector 

Machine types Polynomial, RBF, Linear, Decision Tree, 

Gaussian Nave Bayes, Random Forest and Ada Boost in 

order to discover the best accurate predictions for agricultural 

productivity. 

The identification was made in this investigation, and applied 

a feature selection strategy to improve the model's 

performance in a later deep analysis. To choose features use 

the knowledge from research sources and methodologies like 

Pearson Correlation, Mutual Information, and Chi Square. 

The model runs, trains, and tests based on the data provided. 

We use feature selection to remove unnecessary and non-used 

data before applying the algorithms to create the best model 

possible. Data improvement leads to an effective model, 

so  feature selection is used to remove unnecessary and un-

used data before applying the algorithms to create the best 

model possible. This makes it easier for the model to learn 

and interpret the data set so that it can make predictions or 

provide solutions. We also divided the best working 

algorithms based on their time complexity in order to narrow 

down the best algorithms and their functionality among the 

available options, as well as to make our study useful for 

future research. This was employed in our study to establish 

the best successful method out of all test cases both before 

and after feature selection. 

II. LITERATURE REVIEW 

S. Veenadhari et al. [1] paper is about the existence of the 

correlation between the climatic factors and the Soyabean 

crop productivity using decision tree algorithm and also they 

stated that the algorithm is helpful in prediction of the 

conditions for the Soyabean crop production with particular 

climatic parameters.  
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Avat Shekoofa et al. [2] reviewed that the decision tree 

models play crucial role in understanding relationships 

among the physiological and agronomic features in selecting 

the important traits for predicting the maize yield. Manoj et 

al. [3] stated that the data from the dataset they chose being 

highly variable because of which decision tree repressor is 

used for further prediction and analysis in the research. 

Mayank Champaneri et al. [4] provided with the research on 

predicting the crop yield using random forest algorithm based 

on the climatic input parameters. Yvette Everingham et al. [5] 

Mentioned about the search space predictor variables. It 

stated that when the search space pf predictor variables are 

large then the algorithm random forest can cope by generating 

model. Mayank Champaneri et al. [6] explained about the 

random forests functionality. It states that random forest 

being the most popular and effective machine learning 

algorithm, it has the capability to both regression and 

classification tasks. They evaluated the construction of the 

random forest is done by the multiple decision trees. Sujal A 

et al. [7] reviewed that the predictions made be using the 

machine leaning algorithms helps farmers in deciding the 

crop to choose for the cultivation to get the maximum yield 

by considering factors like crop name, temperature, soil 

quality, rainfall etc. SuYing-xue et al. [8] paper’s about the 

Support vector machine-based open crop model (SBOCM), 

which contains information about its development and yield 

prediction. W. Mupangwa et al. [9] reviewed that the yield 

prediction models play a vital role in exploring the 

technologies involving multiple experiments. They also 

mentioned that they found the KNN algorithm to be the most 

comparable one during their study of yield prediction on 

maize and that SVM was the worst algorithm. Rui Yan et al. 

[10] stated that an application of the face recognition with the 

Naïve Bayes algorithm has given an effective result and 

performs very better when compared with some other 

algorithms. Eibe Frank et al. [11] stated that Naïve Bayes 

algorithm performs well in classification tasks but it also 

works well when it predicts the numerical values for any 

dataset. S.R.Shankar Gowda et al. [12] stated that using Naïve 

Bayes algorithm we can classify the tweets on social media 

based on the where the sentiment is positive, negative, 

neutral. Pritika Bahad et al. [13] stated that ensemble machine 

learning techniques like boosting gives a very good accuracy 

prediction when compared with general machine learning 

techniques. Erico N DeSouza et al. [14] stated that the idea to 

differ the weak base classifier using classifier techniques can 

be dealt using resampling techniques. V Karthikeyan et al. 

[15] stated that the hybrid RF Adaboost algorithm gives a 

better accuracy of the predicted values when compared with 

the algorithms like KNN, SVM, and KNN-Adaboost. 

Subadhra Mishra et al. [16] mentioned that accurate crop 

production factors are important for economic and statistical 

decisions. They added, however, that earlier production 

predictions are not required because it requires a lot of 

descriptive assessment based on many criteria. Jig Han Jeong 

et al. [17] compared the Random Forest machine-learning 

algorithm's capacity to forecast agricultural yield based on 

geographical and climatic characteristics to the Multi Linear 

Regression. They claimed that of all the Multi-Linear 

Regression algorithms, the Random Forest was sure to be the 

most competent. Vaishali Pandith et al. [18] have done the 

mustard crop yield analysis based on the soil analysis from 

the different districts with the involvement of machine 

learning techniques K-Nearest Neighbour (KNN), Artificial 

Neural Network (ANN), Nave Bayes, Random Forest, and 

Multinomial Logistic Regression. They stated that among the 

applied algorithms, KNN and ANN can be the most accurate 

algorithms to give the prediction. Diego Gomez et al. [19] 

said that they used satellite remote sensing to forecast potato 

yields using nine machine-learning approaches. They claim 

that using the feature selection step is critical for reducing 

multicollinearity among predictors and resulting in a better 

model. P. Surya et al. [20] conducted research on predicting 

and identifying the most yield-giving crops in the Indian state 

of Tamil Nadu using various regression techniques. It also 

stated that to predict the agricultural crop production in tons, 

the predictor formula is very useful. 

III. MOTIVATION 

Agriculture is the world's largest industry, finding it 

increasingly difficult to forecast yield as the world's 

population grows exponentially. Our country, India, has over 

70 percent of its population dependent on agriculture. 

Farmers may be unable to achieve the target yield owing to 

poor yield building instructions, resulting in losses. Suicides 

are being committed because of their inability to thrive in the 

business on which their families rely. In India, the fatality rate 

due to crop failure will have grown to 18% by 2020. All of 

this loss is the result of a faulty decision-making process 

when selecting a crop to cultivate. We sought to make a 

difference by using this cause as inspiration. Research was 

done with a hope that it may be useful to the agriculture 

industry and for future research. 

IV. METHODOLOGY 

Before beginning of our research, research instructions were 

reviewed on agricultural production prediction utilizing 

predictive analytic approaches published by Dr. T.V. 

Rajinikanth [21] et al. (2016). The questions are created at the 

beginning of the study, while following the rules, in order to 

get the study started quickly. The study's blueprint has been 

finished based on the report created by the questions, which 

gathered information from many sources on agricultural 

forecast analysis. The materials were acquired and evaluated 

by extracting relevant research and comparing them to a set 

of exclusion and quality criteria. The sources for applying 

algorithms and feature choices are obtained and then 

synthesized based on the research's goal. 

4.1 Data Set Retrieval: 

Every machine model is built on the foundation of data sets, 

which must be gathered and pre-processed using data pre-

processing techniques to ensure that the data set is in the best 

possible state for the model's effective operation. The data set 

features were essentially thought out based on the project goal 

and work, and a search was undertaken to acquire them.  
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The data set with the relevant attributes needed and has been 

extracted from Kaggle [21].    Crop, state, cost of cultivation, 

and cost of production are the attributes employed in the study 

to fulfil the goal of agricultural forecast. The data in the data 

set is mostly concerned with economic variables. The 

predictions of several agricultural analysis models are based 

on geographical and climatic factors. We did, however, make 

a prediction based on economic factors such as those 

indicated previously. 

4.2 Algorithms building: 

Five machine-learning algorithms make up the model in this 

study. The algorithms make predictions depending on the 

correctness of each individual's work. In some cases, the 

accuracy supplied by the algorithms may be identical, but 

incorporated extra features to forecast the best method in 

addition to the accuracy provided by the algorithms. Support 

Vector Machine with various kernel approaches (polynomial, 

RBF, and linear), Decision Tree, Random, Nave Bayes, and 

Ada Boost are the algorithms employed. To acquire the 

projected yield, we apply several algorithms to the dataset 

during algorithm development. We compare the yield 

predicted among different algorithms when feature selection 

is applied and when feature selection is not applied. When 

feature selection is  

 
 

Figure 1: Architecture of Agriculture Crop Yield Analysis and Prediction. 
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applied to the dataset, few or one attribute is removed, which 

has the least preference among all the attributes. The Cost of 

Cultivation feature is deleted when using Pearson Correlation 

Feature Selection, while the Crop attribute is removed when 

using Mutual Information, Chi Square Feature Selection due 

to its lesser preference. The key benefit of adopting Feature 

Selection approaches is that they allow the model to run as 

quickly as possible with the least amount of time complexity 

while still providing the best output with the best-predicted 

values. 

Fig.1 represents the Architecture of Agriculture Crop Yield 

Analysis and Prediction in which the flow of methodology 

shown. Two approaches were followed one without Feature 

selection and the other with Feature selection and 

comparisons were made between these two approaches.  

4.3 Yield Prediction and Comparison 

The yield prediction is done using different algorithms and 

depending on the attributes in the dataset. The yield can be 

forecasted in two ways: without Feature Selection and with 

various Feature Selection Techniques. 

4.3.1 Without Feature Selection Techniques: 

 
Figure 2: Predicted Yield Graph without Feature Selection. 

The predicted yield with different algorithms are applied without any feature selection is represented graphically by taking 

different algorithms on the X-axis and predicted yield values on the Y-axis with a scale of 20 in the range of 0–100 in Figure 

2. 

4.3.2 With different Feature Selection Techniques: 

 
Figure 3: Predicted Yield Graph with Pearson Correlation Feature Selection. 

The predicted yield when different algorithms are applied with Pearson Correlation Feature Selection is represented graphically 

with algorithm names on the X-axis and predicted yield values on the Y-axis with a scale of 20 in the range of 0–100 in Figure 

3. 

 
 Figure 4: Predicted Yield Graph with Mutual Information Feature Selection. 
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The predicted yield when different algorithms are applied with Mutual Information Feature Selection is represented graphically 

with algorithm names on the X-axis and predicted yield values on the Y-axis with a scale of 20 in the range of 0–100 in Figure 

4. 

 
Figure 5: Predicted Yield Graph with Chi Square Feature Selection. 

The predicted yield when different algorithms are applied with Chi Square Feature Selection is represented graphically with 

algorithm names on the X-axis and predicted yield values on the Y-axis with a scale of 20 in the range of 0–100 in Figure 5. 

4.4 Accuracy Prediction and Comparison 

The accuracy percentage for the predicted yield is done by applying confusion matrix to yield predicted using different 

algorithms. The predicted accuracy percentage is compared among different algorithms. 

4.4.1 Without Feature Selection Techniques: 

 
Figure 6: Accuracy Percentage Graph without Feature Selection 

The accuracy comparison of the applied algorithms without feature selection is represented graphically with algorithm names 

on the X-axis and accuracy percentage on the Y-axis with a scale of 20 in the range of 0–100 in Figure 6. The bar plot shows 

different accuracy percentage values for different algorithms, and among all the algorithms, the Random Forest algorithm 

gives the best accuracy percentage, i.e., 100%. 

4.4.2 With different Feature Selection Techniques: 

 
Figure 7: Accuracy Percentage Graph with Pearson Correlation Feature Selection 
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The accuracy comparison of the applied algorithms with Pearson Correlation Feature Selection is represented graphically with 

algorithm names on the X-axis and accuracy percentage on the Y-axis with a scale of 20 in the range of 0–100 in Figure 7. 

The bar plot shows different accuracy percentage values for different algorithms with Pearson Correlation Feature Selection 

and, among all the algorithms - Random Forest, Ada Boost, and Decision Tree algorithms give the best accuracy percentage, 

i.e., 100%. 

 
Figure 8: Accuracy Percentage Graph with Mutual Information Feature Selection 

The accuracy comparison of the applied algorithms with Mutual Information feature selection is represented graphically with 

algorithm names on the X-axis and accuracy percentage on the Y-axis with a scale of 20 in the range of 0–100 in Figure 8. 

The bar plot shows different accuracy percentage values for different algorithms with Mutual Information Feature Selection 

and, among all the algorithms – Ada Boost, Decision Tree, and Random Forest algorithms give the best accuracy percentage, 

i.e., 100%. 

 
Figure 9: Accuracy Percentage Graph with Chi Square Feature Selection 

The accuracy comparison of the applied algorithms with Chi 

Square feature selection is represented graphically with 

algorithm names on the X-axis and accuracy percentage on 

the Y-axis with a scale of 20 in the range of 0–100 in Figure 

9. The bar plot shows different accuracy percentage values 

for different algorithms with Chi Square Feature Selection 

and, among all the algorithms – Decision Tree, Ada Boost, 

and Random Forest algorithms give the best accuracy 

percentage, i.e., 100%. 

V. TIME COMPLEXITY AND COMPARISON 

Time complexity is calculated by considering the time taken 

by each algorithm to complete its execution. Here we are 

going with time complexity because we have three algorithms 

with best accuracy so the algorithm, which takes less time 

when compared with other algorithms, is considered as the 

best algorithm for prediction of yield. The study includes the 

three levels of the filtrations for the differentiation of the best 

algorithm among the applied algorithms. In first step 

compared the accuracy produced by the algorithm mentioned 

in section two. In second step the feature selection techniques 

were applied on the algorithms mentioned in section 3. In the 

third step filtration includes the time complexity of the 

algorithms used for before and after feature selection 

techniques application. The comparisons of the complexities 

were given in the table [2]. Based on the last filtration of the 

study the effective algorithm can be mentioned to predict the 

yield of the crop and that is Random Forest. The graphical 

presentation of the time complexities comparison is made to 

make the future approaches easy for further development. 

 

 

 

 

 

 

https://www.doi.org/10.35940/ijeat.B3942.1212222
https://www.doi.org/10.35940/ijeat.B3942.1212222
https://www.ijeat.org/
https://www.ijeat.org/


International Journal of Engineering and Advanced Technology (IJEAT) 

ISSN: 2249-8958 (Online), Volume-12 Issue-2, December 2022 

                                      105 

Published By: 

Blue Eyes Intelligence Engineering 

and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number:100.1/ijeat.B39421212222 
DOI: 10.35940/ijeat.B3942.1212222 

Journal Website: www.ijeat.org   

 

5.1 Without Feature Selection Techniques 

 

Figure 10: Time Complexity Graph without Feature Selection 

The time complexity is taken for every algorithm, with the time taken to run on the X-axis and algorithm names on the Y-axis 

without any Feature Selection techniques in the Figure 10. The above graph shows the time taken by each algorithm without 

any feature selection technique, and among all of them, Random Forest takes the least time to complete the execution. 

5.2 With Different Feature Selection Techniques 

 

Figure 11: Time Complexity Graph with Pearson Correlation Feature Selection 

The time complexity is taken for each algorithm, with the time taken to run on the X-axis and algorithm names on the Y-axis 

with the Pearson Correlation Feature Selection technique in Figure 11. The above graph shows the time taken by each and 

every algorithm with the Pearson Correlation feature selection technique, and among all of them, the time complexity 

comparison is done between only the algorithms which have 100% accuracy of yield, i.e., between Decision Tree, Random 

Forest, and Ada Boost algorithms. Therefore, between those three algorithms, the time complexity is less for the Ada Boost 

algorithm. 

 

Figure 12: Time Complexity Graph with Mutual Information Feature Selection 

The time complexity is considered for each algorithm, with the time taken to run on the X-axis and algorithm names on the Y-

axis with the Mutual Information technique for Feature Selection in Figure 12.  
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From the above graph, it shows the time taken by each and every algorithm with the Mutual Information feature selection 

technique, and among all of them, the time complexity comparison is done only between the algorithms which have 100% 

accuracy of yield, i.e., between Random Forest, Decision Tree, and Ada Boost algorithms. Therefore, between those three 

algorithms, the time complexity is less for the Decision Tree algorithm. 

 

Figure 13: Time Complexity Graph with Chi Square Feature Selection 

The time complexity is taken for each algorithm, with the 

time taken to run on the X-axis and algorithm names on the 

Y-axis with the Chi Square Feature Selection technique in 

Figure 13. The above graph shows the time taken by each 

and every algorithm with the Mutual Information feature 

selection technique, and among all of them, the time 

complexity comparison is done only between the algorithms 

which have 100% accuracy of yield, i.e., between Ada Boost, 

Random Forest, and Decision Tree algorithms. Therefore, 

between those three algorithms, the time complexity is less 

for the Decision Tree algorithm. 

VI. RESULTS 

The best algorithm for prediction of the yield of the crop and 

the accuracy of the crop can be found when we compare all 

the algorithms with each other based on the percentage of 

accuracy and based on the time complexity of the algorithms. 

5.3 Accuracy Percentages Table: 

The Table-1 below lists all of the accuracies that may be 

predicted using various algorithms and feature selection 

strategies. Three algorithms, which include Decision Tree 

algorithm, Random Forest algorithm, and Ada Boost 

algorithm, have a relatively high accuracy Percent among all 

the algorithms. By comparing the time complexity of these 

three algorithms, we can determine which one is the greatest 

fit. The percentage of yield prediction for several algorithms 

with feature selection and without feature selection strategies 

is shown in the accuracy table above. When yield accuracy is 

forecasted using multiple algorithms without using any 

feature selection techniques, Random Forest delivers the best 

yield accuracy of 100 percent. 

Table -1: Accuracy Percentage for Different Algorithms with and without Feature Selection. 

Algorithms 

 

Without Feature 

Selection (Accuracy %) 

Pearson Correlation 

Feature Selection 

Technique (Accuracy %) 

Mutual Information 

Feature Selection 

Technique (Accuracy %) 

Chi Square Feature 

Selection Technique 

(Accuracy %)   

SVM using Polynomial 

Kernel 
80 86.6 93.3 93.3 

SVM using RBF Kernel 60 53.3 53.3 53.3 

SVM using Linear Kernel 86.6 93.3 80 80 

Decision Tree Algorithm 93.3 100 100 100 

Random Forest Algorithm 100 100 100 100 

Gaussian Naïve Bayes 73.3 60 60 60 

Ada Boost Algorithm 93.3 100 100 100 

 

When yield accuracy is projected using the Pearson Correlation feature selection approach and several algorithms, Ada Boost 

algorithm, Random Forest algorithm, and Decision Tree algorithm provide the highest yield accuracy of 100%. When yield 

accuracy is projected using the Mutual Information feature selection approach and several algorithms, Random Forest 

algorithm, Ada Boost algorithm, and Decision Tree algorithm provide the highest yield accuracy of 100%. When yield 

accuracy is projected using the Chi Square feature selection approach with several algorithms, Decision Tree algorithm, Ada 

Boost algorithm, and Random Forest algorithm provide the highest yield accuracy of 100%. 
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5.4 Time Complexity Table 

The time complexity table [2] gives information about the time taken in seconds by each algorithm without Feature Selection 

technique and also by having different feature selection techniques. 

Table 2: Time Complexity for Different Algorithms with and without Feature Selection. 

Algorithms 

Without Feature 

Selection 

Techniques 

Pearson Correlation 

Feature Selection 

Technique 

Mutual Information 

Feature Selection 

Technique 

Chi Square Feature 

Selection Technique 

SVM using Polynomial Kernel 7.15s 12.93s 11.78s 12.90s 

SVM using RBF Kernel 8.34s 9.02s 13.03s 9.52s 

SVM using Linear Kernel 11.08s 15.60s 12.86s 12.67s 

Decision Tree Algorithm 6.44s 10.15s 8.06s 9.26s 

Random Forest Algorithm 6.11s 9.72s 8.85s 9.82s 

Gaussian Naïve Bayes 7.92s 10.58s 7.9s 8.58s 

Ada Boost Algorithm 8.75s 9.14s 9.10s 10.22s 

 

The Time complexities for several algorithms with and 

without feature selection strategies were shown in the table 

above.  The time complexities of several algorithms were 

examined without using any feature selection techniques, it 

was found that the Random Forest approach has the best time 

complexity of 6.11 seconds. When the Pearson Correlation 

technique for feature selection is applied to multiple 

algorithms, the Ada Boost algorithm has very less time 

complexity, with 9.14 seconds, among three 100 percent 

accuracy predicted algorithms, namely Ada Boost algorithm, 

Decision Tree algorithm, and Random Forest algorithm. 

When the Mutual Information is used for feature selection to 

several algorithms, the Decision Tree has taken less time 

complexity of 8.06 seconds among three 100 percent 

accuracy predicted algorithms, namely, Decision Tree 

algorithm, Ada Boost algorithm, and Random Forest 

algorithm. When the Chi Square approach is used for Feature 

Selection to multiple algorithms, Decision Tree algorithm has 

the least time complexity of 9.26 seconds among three 100 

percent accuracy predicted algorithms. 

VII.CONCLUSIONS 

Machine-learning approaches were used to anticipate crop 

production in our experiment, albeit with varied feature 

selection methods. The characteristics selected were based on 

the dataset's availability and the research's objectives. Several 

algorithms have been used in different studies. The findings 

show that there is no definitive algorithm that can be 

concluded as the only solution because the effectiveness of 

algorithms is dependent on the circumstances and conditions 

in which they are used, but it can be demonstrated that the 

improved one is better than the other algorithms in the 

conditions in which it succeeded. Here, Naive Bayes, SVM, 

Random Forest, Ada Boost, and Decision Tree models were 

employed. The bulk of the study compared a variety of 

machine learning models to determine which one could 

predict the most accurately. Because supervised algorithms 

are the most extensively used algorithms for agricultural 

production prediction, and wanted to see how widespread 

they were employed. The synthesized algorithms were 

extracted and used includes SVM, Decision Tree, Random 

Forest, Ada Boost, and Naive Bayes. However, there are 

varieties of algorithms that may be employed to tackle this 

issue. The project model became more effective because of 

the use of Feature Selection Techniques. Furthermore, the 

presence of time complexity was pivotal in the distinguishing 

the equal accuracy algorithms in order to select an effective 

one. This study can be used to pave the way for additional 

research on the crop yield prediction development problems 

by applying numerous characteristics. 
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