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The possibilities are endless

You can host InvenioRDM productively...

On a single machine
Spanning multiple machines
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e |In a Kubernetes cluster
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Hard to give out recommendations, because the “correct” answer depends on your
use case



Initial Considerations

- Migrating from an existing repository or starting from scratch?

- What are *your* available resources?

- How many full-time equivalents?
- What are their skill sets?

- What are *your* known requirements?

- Load/ Intensity of usage?
- Features?

- Don’t forget about non-software considerations
- University Policies, User engagement, Documentation ...

- Then consider InvenioRDM'’s system requirements



https://inveniordm.docs.cern.ch/install/requirements/

System
requirements

Invenio can run in Docker, on
virtual machines, or on physical
machines. Invenio can run on a
single machine or a cluster of
100s of machines.

It all depends on exactly how
much data you are handling
and your performance
requirements.

Small installation:

Web/app/background servers and Redis: 1 node
Database: 1 node
Elasticsearch: 1 node

Medium installation:

Load balancer: 1 node

Web/app servers and background workers: 2 nodes
Database: 1 node

Opensearch: 3 nodes

Redis/RabbitMQ: 1 node

Large installation:

Load balancer: 2 node (with DNS load balancing)
Web/app servers: 3+ nodes

Background workers: 3+ nodes

Database: 2 nodes (primary/replica)
Opensearch: 5 nodes (3 data, 2 clients)

Redis: 3 nodes (HA setup)

RabbitMQ: 2 nodes (HA setup)



Details for TU Wien Research Data

We are hosting ~8 TiB of research data spread across ~80 records

The biggest concern is keeping the data safe @ LOCUST

Not a high-traffic service

Load testing showed that ~300 concurrent users are fine
o used Locust with our own code
e We only have 1.5 FTEs for DevOps

© Mostly dev. not foo much ops i —
o Also help desk activities ‘
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https://locust.io/
https://gitlab.tuwien.ac.at/fairdata/invenio-loadtest-tuw
https://locust.io/

Deployment Overview at TU Wien
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https://ceph.io/en/
https://opensearch.org/
https://www.keycloak.org/

Deployment Pipeline at TU Wien

e New tag on our deployment sources triggers CI/CD pipeline
o Container build (automatic trigger)
m  Our GitLab runner builds the container images
m Pushes them to our internal container registry

o Deploy staging (automatic trigger)
m CI/CD variables are dumped to file and transferred to the host
m SSH into the target machine
m Check out the deployment sources & pull tagged images
m Execute deployment script

o Deploy production (manual trigger)
m Same as above



Prism Production
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Deployment at Northwestern
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Deployment at Northwestern - Ansible

playboo deploy

: "prism-app"

vars.yml

: geerlingguy.docker

: roles/git/main.yml

: Build application docker image on prism-foundry

: Prism branch "{{ deploy_branch | default('master') }}" is checked out on prism-app

: nginx's docker image is built

: Transfer prism-foundry image to prism-app if not same machine




Future

At TU Wien

- Explore Ansible
- Keep existing connections alive during redeploy

At NU

- New Relic to SolarWinds
- GitHub actions for image building



