
The Hartebeesthoek Radio Astronomy Observatory (HartRAO) participates in 
global astronomic and geodetic research activities. Astronomy activities focus 
largely on the use of the 26-m radio telescope to conduct astronomical 
observations- single-dish observations and astronomical Very Long Baseline 
Interferometry (VLBI), whilst geodetic activities focus on using the HartRAO 15-m 
and 26-m radio telescopes for geodetic VLBI, Global Navigation Satellite Systems 
(GNSS) positional reference stations, weather data, seismic systems, satellite 
laser ranging (SLR) and Doppler Orbitography and Radiopositioning (DORIS) 
systems. Added to the existing instruments and techniques are gravimetric 
instruments, a Lunar Laser Ranger (LLR) and, in the near future, a VLBI Global 
Observing System (VGOS) telescope. HartRAO is also participating in the African 
VLBI Network (AVN), a network of radio telescopes in Africa. Data and data 
products produced by HartRAO's expanded range of on-site and off-site 
instruments must be archived and stored at HartRAO and made accessible to the 
scientific community. The data management and storage systems currently being 
used have certain drawbacks, such as being distributed and outdated as well as 
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having a limited capacity to manage additional large data volumes, types and user 
requirements. This necessitated the design and implementation of a new, next-
generation Geodetic Research Data Management System (GRDMS), which will 
comply with internationally accepted standards. Main objectives of the system are to 
organise, structure and store geodesy and geodynamics related data and data 
products in a central data bank, maintain information about the archival of the data 
and disseminate data, data products and information in a timely manner to the global 
research community. Components of our data management system will be similar to 
and incorporate the same software as that of the Crustal Dynamics Data Information 
System (CDDIS) and University NAVSTAR Consortium (UNAVCO). Data structures 
and file-naming conventions of the CDDIS and UNAVCO will be used for all geodetic 
data. Each dataset will receive persistent interoperable identifiers, Digital Object 
Identifiers (DOIs).  A web-based graphic user interface (GUI) for the dissemination of 
data and data products will be provided to users. We present progress to date on 
various sub-systems as well as a top-level conceptual model of the GRDMS. 

Internal Steps [SI] data flow cycle:
Ÿ [SI1]: The data collection (Vector) and storage of raw data from the various stations on the Archive
Ÿ [SI2]: Raw data is streamed to the Data Processing Unit for processing towards data products
Ÿ [SI3]: Processed data are sent and stored in specified formats and structures in the Archive

External Steps [SE] data flow cycle:
Ÿ [SE1]: The scientific community can interact with and request data via a website (HTTP) and/or FTP
Ÿ [SE2]: The Data Access System obtains the requested data from the Archive
Ÿ [SE3]: Requested data are packaged into a single compressed file and made available

Custom Steps [SC] data flow cycles (for simple requests via the online interface):
Ÿ [SC1]: Requests are submitted on the website via a special interface
Ÿ [SC2]: Requests are translated to a script and sent to the Data Processing Unit
Ÿ [SC3]: The Data Processing Unit obtains the required raw data and processes it
Ÿ [SC4]: Processed data is sent to the Archive for storage
Ÿ [SC5]: The Data Access System retrieves processed data
Ÿ [SC6]: Results are sent to the requesting user
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Users
Web browser / FTP client

Data Processing 

SGProcL 192.96.5.83, 10.254.0.8 
(Linux, PM): 
Ÿ AIPS (Astronomy)
Ÿ Casa (Astronomy)
Ÿ MATLAB (VLBI)
Ÿ VieVs (VLBI)
Ÿ GAMIT/GLOBK (GNSS, Met)
Ÿ SeisComP3 (Seismic)
Ÿ Other?

SGProcW 10.254.0.7 (Windows, 
VM)
Ÿ Leica Software packages (site tie, 

GNSS)
Ÿ Other?

GeoStation 01
10.254.1.0/24

Archive (NAS system)
Geoid 10.254.0.9 (Linux PM), Temp: Geo-Backup 192.96.5.13 (ReadyNAS)
Ÿ : GNSS, Seismic, Meteorology, SLR, LLR, Site tieStores raw data (/data)
Ÿ : GNSS (for handling by Dataworks)Stores incoming data (/incoming)

Data to be archived in directory structures similar to that of Geodesy Seamless Archive Web Services (GSAC) 
and CDDIS (both being international geodetic data service providers). For example- raw GNSS RINEX V2 and 
V3 data to be archived in the archive structure: 
/data/technique/type/station/frequency/year/DoY/filename.compression
 with:         technique = GNSS, SLR VLBI, DORIS, Gravimetric, Seismic    
                 type = data / products 
                  station = station code, eg. HRAO
                  frequency = daily, hourly, high-rate
                  year = Gregorian year
                  Day of Year (DoY) = day
                  filename = Format-specific
                  compression = method “zipped” or “unzipped”
   eg.  /GNSS/data/HRAO/daily/2017/002/HRAO00ZAF_R_20170010000_01D_30S.rnx.zip/data

Internet: HTTP, FTP 
[SE1, SE3, SC1, SC6]

Raw, processed 
data, Read Only (RO) 
[SE2, SC5]

Raw data (RO) 
[SI2, SC3]

Requests for 
custom proc. 

data [SC2] 

Processed data 
[SI3 & SC4]

GeoStation 02
10.254.2.0/24

GeoStation n
10.254.n.0/24

Data Access Systems
Geodesy 192.96.5.3 (Linux 
PM)
Runs websites and front-ends:
Ÿ Joomla CMS for website
Ÿ FTP server to Archive /data
Ÿ GNSS data tool redirect from 

Dataworks port 8080

GNSS tools
Dataworks 10.254.0.2 (Linux VM)
Runs gfzrnx:
Ÿ Data QC on RINEX V3
Ÿ Conversion to RINEX V2
Runs UNAVCO DATAWORKS:
Ÿ Data collection and storage in 

standard structure
Ÿ Metadata and DOIs
Ÿ Daily status, reports and logs
Ÿ GNSS data search tool :8080 to 

Data Access System

Data Collection
Vector 192.95.5.85, 10.254.0.1 
(Linux VM)
Data collection from 
GeoStations:
Ÿ  OpenVPN connections
Ÿ Receives GNSS data via FTP 

push
Ÿ Receives Seismic Data via 

Seedlink
Ÿ Receives Meteorological data 

via virtual serial ports

Raw 
GNSS
data [SI1]

Raw data [SI1] QC’ed, 
converted
GNSS data 

Raw data and station control 
over Internet (VPN) [SI1]

VPN over Internet

International Services
Ÿ Crustal Dynamics Data Information 

System (CDDIS) 
Ÿ University NAVSTAR Consortium 

(UNAVCO)
Ÿ Incorporated Research Institutions for 

Seismology (IRIS)
Ÿ Council for Geoscience (CGS) (IRIS 

compliant)
Ÿ International Data Centre (IDC)
Ÿ International Laser Ranging Service 

(ILRS)
Ÿ International VLBI Service for Geodesy 

and Astrometry (IVS) 
Ÿ Integration with the South African 

Environmental Observation Network 
(SAEON) and the National Research 
Foundation Institutional Repository (NRF 
IR) under investigation

Internet

:8080

Complete

Under implementation


