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Abstract

Integration of the Cyber-Physical System (CPS)
concept with bio-analytical devices is highly de-
sirable to enable device automation as well as
to improve diagnostic and analytical capabili-
ties. However, the modeling must account for
entity interactions, system dynamics, and non-
functional aspects required for proper device
functionality.

This paper presents a model-based system ar-
chitecture that builds upon an extended timed
automata-based formal technique. In contrast
to prior works that utilized SysML or UML-
based models, this allows for the wireless control
of bio-analytical instruments. Using this formal
method, the UPPAAL tool is used to model and
test a case study called ” A droplet flow cytome-
ter for testing bacteria’s susceptibility to antibi-
otics.” The study shows the implications of for-
mal techniques for the design and verification of
wireless automation of high-throughput labora-
tory setups in Model-Based System Engineer-
ing (MBSE). Moreover, the paper extends the

above aspects by adding the possibility to model
multi-system interaction. This is used to analyze
the trade-off between centralized and decentral-
ized information flow strategies for better system
performance under delay and bandwidth con-
straints. UPPAAL Stratego is used to analyze
strategies for achieving specific delays and band-
width consumption while avoiding packet losses
in the event of network congestion. The results
show that under strict delay constraints and high
traffic, the use-case system selects the decentral-
ized strategy over the centralized strategy. In
low-traffic scenarios, the centralized strategy is
more effective at ensuring the reliable operation
of systems.

Keywords: Cyber Bio-analytical Physical Systems
(CBPSs) Wireless Networked Control Systems Formal
Methods Formal Verification Biochemical analysis Bio-

logical system modeling.
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1 Introduction

Due to the global spread of various epidemics,
there has been a significant increase in the de-
mand for automation in laboratory-based bio-
chemical analysis and handheld rapid diagnos-
tic devices over the past few years. The pri-
mary factors driving this increased demand are
the need to advance drug development, analysis,
testing, and rapid diagnostic methods [}, 2], 3].
However, there are several challenges associated
with achieving this automation, and the problem
complexity is well-defined in our previous works
[4, 5] i.e. automation of chip design, sensor tech-
nology, light source, and fabrication processes.

To support automation in bioanalytics, the in-
tegration of Cyber-Physical System (CPS) con-
cepts with the microfluidic and biochemical do-
mains has become very topical. CPSs inte-
grate physical and computational processing via
a communication network [0} [7] and account for
user feedback via the cloud. Besides, feedback
is also provided from the control system to the
physical processes over the communication chan-
nel and vice versa [§]; this feedback is important
to obtain a robust and reliable performance of
the system under dynamic changes.

When designing a CPS, it is desirable to model
the system for analyzing its behavior at the
early design stage because the systems are usu-
ally complex. The essential points that should
be considered while designing CPSs include a
range of functional and non-functional proper-
ties. Functional properties depict a particu-
lar behavior of the system, while non-functional
properties include time-related properties, phys-
ical properties, and behavioral properties. The
reason to take these properties into account is
to ensure the safe automated operation of the
system under practical constraints.

Several architectures and models that inte-
grate CPS concepts with medical devices have
been proposed in recent years to enable automa-
tion in the healthcare field. The integration of
CPS concepts with bioanalytical devices is still
new and under-researched, and there are very
few works proposing an architecture and model
for the design of these devices.

In [9], the authors proposed a modified
schematic for bio-analytical devices by separat-
ing the fluidic and biochemical domains from
physical processes in the CPSs architecture. An-
other research [I0] proposed an evolvable system
architecture for lab-on-a-chip (LOC) devices.
That work was extended to define platform-
based design for LOC devices [II] and later a
model-based system design framework was pro-
posed for life sciences instruments [I12]. The
works [9], 12] motivated model-based system de-
sign methodology in bio-analytical and diagnos-
tic devices and modeled the system using SysML.
It is possible to model system behavior using
SysML; however, as mentioned earlier in this pa-
per, non-functional properties are required for
the synchronized operation of the system under
constraints; and cannot be fully handled with
this approach. Furthermore, as the number of
interconnected systems increases, so do the vari-
ables used to account for this interaction, neces-
sitating a more simplified and reliable modeling
approach.

Moreover, neither of the aforementioned
works focused on the communication domain
of the device in detail. The introduction of
wireless control in bioanalytical devices could
enable several features, including scalability, ro-
bustness, and remote operation of these devices,
but will also introduce significant challenges.
According to the authors’ knowledge, despite

its many features and advantages, wireless



control of bioanalytical devices has not been
investigated in depth.

This paper seeks to address this research gap
by providing a wireless control model for bioan-
alytical devices. Figure [I| depicts a simplified
architecture concept for wireless control of a
bio-analytical CPS, also known as CBPS [12]
and CPBS [9] by introducing the communication
domain, in addition to the physical, fluidic,
and cyber domains. The cyber domain handles
process/system control, computation, decision-
making, and data storage and discarding. The
communication domain connects the cyber
domain with the physical and fluidic domains
and is responsible for network management,
information flow, and supervision. The physical
and fluidic domains deal with bio-chemical
reactions and physical processes.

So far, the best method for modeling the non-
functional properties of CPSs is to use formal
techniques. Formal techniques use a mathemat-
ical approach to precisely define system behav-
ior [I3]. Some of the formal methods are Pi-
calculus, Petri-net, and Hybrid automata. Be-
cause of their ability to model both the contin-
uous and discrete behavior of the system, hy-
brid automata [I4], [15] are the most commonly
used formal technique in CPSs modeling. Timed
automata, a sub-class of hybrid automata, are
widely used for modeling a wide range of real-
time systems as they can completely automate
the verification and validation process, which is
our main motivation.

This paper is an extended version of [16] and
provides a more extensive review of the state
of the art and proposes additional features and
corresponding results related to the modeling
of multi-system interaction and analysis of the
trade-off between centralized and decentralized
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Figure 1: Bio-analytical CPS concept with cy-
ber, communication, and physical and fluidic
The cyber domain is responsible for
system control, computation, decision-making,
as well as data storage and discarding. Next,
the communication domain connects the cyber
domain with the physical and fluidic domain;
it performs network management, information
flow, and supervision. Finally, the physical and
fluidic domain deals with the biological sample
processing, biosensing, and detection aspects.
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information flow strategies. The major contri-
butions of this paper are as follows:

e Using extended timed automata, we pro-
pose a novel model-based system archi-
tecture concept for event-triggered wireless
control of bio-analytical CPSs.

e We specify and verify the proposed system
concept using extended timed-automata in
UPPAAL [17], for a droplet flow cytometer
for antibiotic susceptibility testing of bacte-
ria in a case study.

e To analyze the interaction of several devices,
we evaluated the system’s trade-off using
UPPAAL to choose between centralized and
decentralized communication architectures
under known and unknown traffic patterns.

An investigation of the system’s software and
hardware requirements for a baseline practical
implementation of the use-case was made.
For the system to be resource-efficient, event-
triggered wireless control must be implemented.
Modeling the system as event-triggered rather
than time-triggered is primarily motivated by
the fact that biological processes are often slow
and can take minutes to hours to complete,
whereas communication occurs in the order of
milliseconds.  The non-functional properties,
specifically the time-dependent occurrence of
different events in terms of synchronization for
the whole system, are ensured. Furthermore,
using stochastic timed automata, the high-level
interaction between two systems for delay and
resource constraints is investigated.

To the best of the authors’ knowledge, this is
the first work that models a bio-analytical sys-
tem using a formal method, takes wireless net-
work constraints into account, and investigates

the high-level interaction of systems. The rest
of the paper is organized as follows: Section
highlights related work in this field; Section
[B] describes the preliminaries for the modeling
framework and discusses the problem formula-
tion. The timed-automata-based modeling for
the case study is presented in Section 4l Model
verification and a multi-system scenario for op-
timal system performance under constraints are
covered in Section 5l Section [6] summarizes the
software and hardware implementation consid-
erations, and Section [7] concludes the paper and
provides some suggestions for future directions.

2 Related Work

CPSs have applications in several disciplines, in-
cluding healthcare, education, smart grids, the
automotive industry, etc. [I§]. In [13], a com-
prehensive survey highlighting different model-
ing languages and techniques and what aspects
each of them lacks has been provided. In ad-
dition to highlighting modeling requirements,
the work discusses the importance of address-
ing functional and non-functional properties of
CPS to achieve correct operation of the device.
The study [19] demonstrated the importance of a
simulation-based model for clinical applications
when compared to practical tests. The simulated
and validated models included component-based
models for medical devices as well as regression
models for vital sign simulation.

Medical CPS design issues and requirements
are addressed in the research [20] for the tele-
monitoring of high-risk pregnancies use-case us-
ing a plug-and-play architecture [21] for interac-
tion between patients and caregivers. However,
that work focuses on a high-level interface model
and does not address the non-functional require-



ments of the systems. The work [22] provides
a comprehensive survey for computation, com-
munication, and memory resource efficiency in
CPSs. In work [23], a rule-based simulation of
biochemical processes is addressed. In research
[24], a service-oriented industrial CPS with cloud
infrastructure support is presented. The paper
[25] provided an overview of ”Safe Cooperating
Cyber-Physical Systems Using Wireless Commu-
nication (SafeCOP),” which focused on safety-
related Cooperating CPSs (CO-CPS) character-
ized by wireless communication usage and un-
certain operating environments.

The work [26] provides an in-depth overview
of formal methods in specification, design, and
verification for software and hardware systems.
The majority of modeling work for bioanalytical
devices is either UML or SysML based, which
fails to account for non-functional system as-
pects. In work [27], a SysML-based model of
a mobile phone-based healthcare diagnosis sys-
tem was presented. As a SysML-based model
is incapable of addressing non-functional sys-
tem aspects, this work emphasized the signifi-
cance of formal approaches. The work [9] also
uses SysML-based modeling for bioanalytical de-
vices.

The importance of functional
functional properties in design verification has
been highlighted in other works. The paper [28]
highlights multi-dimensional hardware design
verification using machine learning, where the
intersection of functional and non-functional
properties of electronic design is analyzed. The
works [29, B0, BI] present solutions for fault
tolerance, safety, and reliability in industrial
and automotive CPSs.

and non-

When compared to the current state of the art,
our work i) models a bio-analytical system using

a formal method, ii) considers the constraints
of wireless networks, iii) explores the interplay
between systems at a high level, and iv) brings
a special emphasis on the temporal aspects of
CPS.

3 Modeling Framework Basics
& Problem Formulation

Timed automata [32] are a sub-class of hybrid
automata with a finite number of real-valued
clocks that can be reset. Timed automata can
be used to describe both functional and non-
functional characteristics of real-time systems,
including timing behavior. In contrast to simple
finite state machines, timed automata have time
constraints [33]. Timed automata-based system
model verification could help ensure that the sys-
tem never reaches an undesirable state [34]. As
discussed earlier, the formal approach adopted
in this work is based on timed automata. This
section provides a few essential preliminary def-
initions of hybrid and timed automata and their
parallel composition in Table

The semantics of both hybrid and timed au-
tomata are based on two rules, i.e. discrete
rule for discrete state transitions and continu-
ous time rule based on continuous time steps.
Whereas for parallel compositions fori =1,...,n
systems, the discrete transitions between the
edges for two systems with automata 7; and
T;y1 is given by Rule Synchronization and
Rule Non — Synchronization.

To obtain an event-triggered control for bio-
analytical CPSs over a non-deterministic wire-
less network the extension of timed-automata is
needed which is discussed in detail in the next
section.



Automata

Definition

Rules

Hybrid Au- Definition 1 A hybrid automaton is a tuple H= (L, Var, g, I, Edge, Act, Discrete Rule
tomata Inv, Init) where: The discrete rule governing transitions between states is writ-
~ations : — . s ations . ) . oo
L —‘; Set Uj]zglocatwns, States ¥ = L X V, V: set of all valuations v, where ten as (I, v) a (', v") for (1,a, (v,v ),1) € Edge and invari-
v:Var —
Var — Real-Valued Variables, L — gVar ant v € Inv(l ) must hold. On the other hand, the time rule
g — Conditional/Guard function governing the time can pass in the current location and the
T' — Set of Labels variable related to the location can evolve given that f € Act
Inv — Invariant function, Inv(l) CV,l €L such that f(0) = v, f(t) = »Ul_
Act — functions consists of set of activities, f : R>g — V Continuous Time Rule The continuous time rule is given by
3 Var a ’ . .
= s , s .
Edge — Set of transitions, Edge C Lx I' x g(Var) x 2 X L (I,v) = (I,v ) for f[(0,t)] € Inv(l) and t is strictly positive
Init — Initial Location, Imit C L
Timed Au- Definition 2 A timed automaton is a tuple T' = (L, T, Edge, C, Inv, Init) The semantics for timed-automata are given for the discrete
tomata where: rule and continuous rule:
L — Set of locations, States ¥ = L X V, V: set of all valuations v, where Discrete Rule
v:Var - R
C — Set of real-valued clocks ., ,
I’ — Set of Labels i o ) ,v) 3 (1 ,v):(a,(g9,C)l) € Edge
Inv — function that assigns set of invariants to locations based on Clock Con- , , ,
straints (CC), L — CC(C) ,v = g,v =reset(C) v,v |=Inv(l) (1)
Edge — Set of transitions, Edge C L x CC(C)x T’ x2€ x L
Init — Set of Initial States, Init C L )
where g is the guard.
Continuous Time Rule
t ’ ’ ’
(l,v) = (L,bv) : t € Ryg,v = Inv(l),v =v+t (2)
Parallel Definition 3 Rule Synch :
Composition The parallel timed automata composition T7 | Ta... || T, of
n systems such that Ty = (L1,T1,Edge;,Cy, Invyi,Init;), T = , ,
(Lo, T2, Edges, Ca, Inva, Inity), ..., Tn = (Lp, Ty, Edgen, Cpn, Invy,, (13,a,(9;,C;),1;)€Bdge;,(Lig1,a,(9541,Ci41)l; 1) €EEdge; 4
Inity) , and such that clocks and states are pairwise disjoint, is given by: ((Li’lH»l)vaf(gi/\yH»l’CiXcri+1)v(l;;’12+1))5Edye
(3)
o L =1L1 XLy X...XLnp Rule Non — Synch,; :
e C=0C1 xCs... xC 4
e " (lisa,(g,C), ;) € Edgej,a & Tiqa @
7
e '=TI7 xTIy... xT'p, ((Lislit1),a,(9,C), (1, liy1)) € Edge;
e Inv(ly,l2) = Invi(l1) A Invz(l2), ..., Rule Non — Synchjyq :
Inv(ly—1,ln) = Invy_1(ln—1) A Invy(ly,) for all (11,12, ...ln) € L
!’
o Init={((l1,l2,...ln),v) € S|(l1,v) € Init; A (l2,v) € Inity,... A (li+1,a,(g,C),li+1) € Edgejt1,a ¢ Ty )
ln,v) € Init 7
(tn, ) 2 (15, lig1)5 a5 (9, C), (L, 14 4)) € Edge
Extended Definition 4 Extended timed automata is a tuple T' = (L, Extended Timed Automata follow the same rules as Timed
Timed Au- T, Edge, C,Var, Chan, Inv, Init, P) Where Automata’s discrete and continuous rules.
tomata L — Set of locations, States ¥ = Loc x V, V: set of all valuations v, where

v:Var - R

C — Set of real-valued clocks

Var — Set of non-clock real-valued local variables

Chan — Set of non-clock shared variables

I' — Set of Labels

Inv — function that assigns a set of invariants to locations based on Clock
Constraints (CC), local variables constraints ®(Var) and set of shared channel
variables o(Chan), L —CC(C)N ®(Var) A ¢(Chan)

Edge — Set of transitions, Edge C L x CC(C) x ®(Var) X ¢(Chan)x T’
x2C x 2Var y gChan [,

Init — Set of Initial States, Imit C L

P — Assigns user—defined exponential delay rate (e) to each location, L —
e(P), The exponential rate P defines an exponential distribution to leave each
state under unbounded delays.

Table 1: Definitions and Rules for Hybrid Automata, Timed Automata, Parallel Composition, and
Extended Timed Automata
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Figure 2:  Wireless control over a non-
deterministic network, where 7™ prmin
T AT are the minimum and maximum

times for a sample to be transmitted and re-
ceived, respectively.

3.1 Event-Triggered Control system
with Non-deterministic Network

Assuming that each bio-analytical system acts as
a Linear Time Invariant (LTI) system, we have
the following equation:

¢(t) = AC(t) + Bz(t). (6)

where ((t) is the current state of the system, ¢(t)
is the next state of the system and x(t) is the
feedback for the system, depending upon con-
troller gain K. Assuming the network is non-
deterministic, i.e. the time taken by each sam-
ple to reach its destination is unknown, the delay
associated with each sample to be transferred is
7+ and for reception is 7,. Moreover, there ex-
ists minimum times 7", 7" and maximum
times required 7™, XM for the sample to
be transferred and received, respectively as de-
picted in Figure[2] For a sequence of communica-
tion events 7; and 7,; where i € N, the following
assumption can be made:

*max

*Min *MAn *max
Tt < Tti+1—Tti < s 0 < Tt S Tt

(7)

*max

* *mi *
Tmzn<7_m+1 TrzST , 0<7_mzn<7_max

T — T

(8)
To account for the network delays in more de-
tail, one can refer to [35]. The feedback pro-
vided by the system to the controller will suffer
delay based on the network delay [36]. Equation
[ reflects the controller feedback accounting for
network delay.

o(t) = KC(t) te (9)

where A depends upon 7 and 7;. Hence, the dif-
ference between the sampled state and the cur-
rent state is given by equation

e(t) = C(te) — (1)

Employing the event-triggered approach based
on the same principle as mentioned in [37], the
sampled trigger time rule is given by:

[th + Aty + 4]

€ [tk + A,tk+1 + A] (10)

tip1 = min {t[t >t le(t)]? > o|C(t

)I*}
(11)

For sampled state x the inter-sample time is
given by equation [12| based on trigger coefficient
o

e(t) > al¢(t)? ¢(0) ==}

(12)

To = min {t||

3.2 Timed Automata based Model for
Non-Deterministic Wireless Com-
munication

For the bio-analytical devices consisting of vari-
ous subsystems, the proposed approach is to con-
trol each sub-unit using an event-triggered mech-
anism, while the network scheduling is priority
based. For a simple use case, let o; be the trig-
ger coefficient defined by event-triggered system
control over non-deterministic channel for the it
single sub-system in the whole system, where



o; € [0,5]. The clock constraints (or guards)
related to this sub-system are given by
70 < e <7l

(13)

Assuming that the subsystem has only two
states, i.e. Init and Process, the timed automata
model of the sub-system can be written as:

e L = {Init, Process}

o C={c}
o I'={a,b}
o Edge = {(Init,a,(c > 77¢,{c}), Process),

(Process, b, (¢ > 15¢,{c}), Init)}

Inv = {Inv(Init) : ¢ < 7", Inv(Process) :
Tl < c< T

o Init = {(Init,vy) with vo(c) = 0}

To include non-clock local and shared variables
(channels) and to model stochastic network be-
havior, we have extended the timed automata as
in Table [Tl

The extended model is well-suited to control pa-
rameters like volume, flow-rate and synchroniza-
tion between the bio-analytical devices.

4 Case-Study:
Devices

Bio-Analytical

The basic working principle of a droplet-based
flow cytometer for the analysis of bacterial an-
tibiotic susceptibility is based on droplet gener-
ation on a large scale, where each droplet encap-
sulates a single cell or a small population of bac-
teria, reagents, and antibiotics [I]. The droplets
are then incubated to allow bacteria to grow or

die based on their resistance to the specific an-
tibiotic concentration. After the incubation, sev-
eral images are captured using a high-speed cam-
era. The camera images are then classified us-
ing a Machine Learning (ML) algorithm where
dead and alive cells are identified. Depending
on the ratio of dead to live cells, the bacterial
susceptibility to a specific concentration of the
antibiotic can be determined. Figure 3| shows
the major sub-blocks of the considered droplet
flow cytometer for the analysis of the antibiotic
susceptibility of bacteria.

Dead Cells
Excitation @ Alive Cells
Start
—> Pump oight | ML Algorithm
ouree ( Features
\_Fl“id ﬂ L definition,
Fluidic =» g-}. R pooling)
Chip ’/ —
Classification
Camera Results
Objective 10x,
20x, 30x, focus Images
is automated

Figure 3: Use case: flow cytometer for antibi-
otic susceptibility of bacteria, where the main
building blocks are the droplet generation unit
(pump, fluidic chip), imaging unit/sensing unit
(light source, camera), and detection unit (ML
algorithm, classification results.

Based on the major building blocks of the
droplet flow cytometer, the system can be di-
vided into three major units, i.e., the Droplet
Generation Unit, Imaging Unit/Sensing Unit
and Detection Unit. Each of the sub-blocks has
a control unit that is connected to the central
controller over a wireless communication net-
work. A brief description of each sub-unit and
wireless control unit is given below.



4.1 Droplet-Generation Unit

The droplet generation unit consists of a pump
for controlling the volume of pre-processed (in-
cubated) fluids at a specific rate for a specified
duration and a microfluidic chip. The droplet
generation starts with an initialization command
to the pump with a defined flow rate and dura-
tion. The central controller communicates over
the network for initialization and goes into sleep
mode until it is triggered by the sub-unit with
an acknowledgment of its task completion.

4.2 Imaging Unit

The imaging unit consists of a light source and a
high-speed smart camera unit that is capable of
capturing images at a variable frame rate (FR).
The imaging unit is also able to adjust the res-
olution and Depth of Field (DoF). The control
of the imaging unit activates via a central con-
troller at a specified FR, resolution, and DoF,
which are adjustable by the smart camera unit
depending on the required image quality.

4.3 Detection Unit

The detection unit consists of a microcontroller
able to classify the images using machine learn-
ing. The used ML algorithm could be based
on deep learning using artificial neural networks,
where a trained classifier can classify images de-
pending upon their features.

4.4 Wireless Control Unit

Upon instantiating, the central controller ac-
tivates each sub-unit in a specified order over
a wireless communication network and goes
to sleep or low power mode unless a trigger
command is received to acknowledge the task

completion by the sub-units. As mentioned
earlier in Section the network scheduling is
priority-based, and there is a specified duration
for a non-deterministic network to receive and
send the commands, both to the controller as
well as to the sub-units. The paths or run-time
transitions for the modeled wireless control of
these devices are based on boolean variables
and channels, as well as clock variables. They
are given as:

Controller Run Time Transitions

g . d1:U1,Chan i
Initialization ————— Droplet_Generation

:Init2,C . d2:U2,Chan .
I Init U2 =20 Imaging, ...

. :finish,C e g .
Detection 2"y Initialization

with invariants as below:

Inv = {Inv(Droplet_Generation) : y<tcl_maz,
Inv(Imaging) : y<tc2_mazx,
Inv(Detection) : y<tc3-max}
Network Run Time Transitions
iy 41:C1Chan

:S1,C .
2200 wait DG

ACK_DT

DG _sending

End_1:R1,Chan ACK,DG,

Rx3:end,Chan .
— > Init
with invariants as below:

Inv = {Inv(DG_sending) : z<txl_-mazx,
Inv(wait_DG) : z<rzl-maz, Inv(ACK_DG) : z<

rel-mazx, Inv(Im_Sending) : z<tzx2-mazxInv(wait_-Im) :

z<rz2-maz, Inv(ACK _Im) : z<rz2_maz, Inv(DT_
Sending) : z<tx3_-maxInv(wait_DT) : z<rx3_-maz,
Inv(ACK_DT) : z<rx3-mazx}



The run time transitions for other sub-units
and their parallel composition can be formulated
based on the same principles as mentioned here
and in Section [3

5 Verification with UPPAAL &
Multi-System Interaction

Model verification is required to ensure that
the designed system meets all specifications,
such as time constraints, synchronization, and
the absence of deadlocks. For model checking
and verification, we used UPPAAL. UPPAAL
is a model checking, verification, and valida-
tion tool [I7]. During verification, the system
was analyzed under bounded, unbounded, and
probabilistic delay distributions using Stochas-
tic Model Checking (SMC). Figures {4] and
show the control and network models executed
in UPPAAL for generic subsystems with no spe-
cific functionality defined. Here, each of the
states has an upper bound on the time to stay
in a specific state; as for “Droplet Genera-
tion state” this value is bounded by tcl_max
for “Imaging” state it is bounded by tc2_max
and for “Detection state” it is bounded by
tc3-max. Each of the sub-systems was then
further modeled in depth. For conciseness, the
other sub-system models can be found at : [UP-
PAAL Models. In the network unit (Figure [5)),
the state transition is also bounded by defined
transmission variables (guards) such as txl-max
(DG _sending), tx2-max (Im_Sending) and
te3-mazx (DT_Sending). A detailed description
of other variables used in the network and con-
trol unit is provided in Table

In addition to the use of the UPPAAL simu-
lator, the models have been further verified us-
ing different queries based on the UPPAAL lan-

Initialization

Imaging
A Po?

s Fa
y:=0 ; ? y==tc2_min

y<tc2_max

y [nit_U2

Init_U3

Figure 4: Control unit for droplet flow cytome-
ter. The major states are: Initialization, Droplet
Generation, Detection and Imaging with upper
bound on time transition from state to state:
tel_max (Droplet Generation state), tc2_max
(Imaging), tc3-max (Detection).

R Z<IX3_max
z=0

Z>=| in I:EWELET

Rx3! ACK_DT[S M

==tx1_min wait_DT

Start_s!

DT_Sending

rx1_min oT_nif™

1] Im_Sending z==b:2_min End_27

d2? e ~ob  wait_Im =IX2_min
3 " g0
=0 >.j Start_21 }j € [oon
Z<bi2_max Z<p2_max  Z<m2_max

Figure 5: Network wunit for droplet flow
cytometer, where the main states are:
DG_/Im_/DT _sending, wait_DG/_Im/_DT,
and ACK_DG/_Im/_DT.
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Table 2: Description for variables in UPPAAL

Models

Description Variables

Upper bound for time tcl_maz (Droplet_Generation —

transition for different Initialization), tc2-maz (Init U2

states in control unit — Imaging), tc3-maz (Init.U3 —
Detection)

Lower bound for time tran- tel-min(Droplet_-Generation —

sition for control unit Init U2), te2-min(Imaging —
Init.U3), tc3-min (Detection —

Transmission time upper
bounds for network unit
Reception  time  upper
bounds for network unit
Information Transmission
states in network unit
Initialization states in net-
work unit
Acknowledgment states in

Initialization)
txl-mazx, tx2-mazx, tr3-mazx

rel-maz, re2-mazx, rr3-mazx
DG_sending,Im_Sending,
DT _Sending

Init, Im_init, DT _Init

ACK_DG, ACK_Im, ACK_DT

network unit

Wait states in network wait_-DG, wait_-I'm, wait_-DT
unit
Channel synchronization dl, Rxl, d2, Rx2, d3, Rx3

variables in control unit
Channel synchronization
variables in network unit

dl, Start_1, End_1, Rz1, d2, Start_2,
End_2, Rx2 ,Start-3, End_3,Rxz3

Table 3: Verification Queries

Queries Properties

Delay
Synchronization

E <> Communication.wait and z > txl_-maz
A[]'(Communication.Sending& &
Bio_Chip_control. Rate_Definition)

A[] Communication.wait implyz > tx1_min
simulate[< = 300]Network. ACK_DG, Control.
Droplet_-Generation, Imaging.Process-D2
Pr[=<100](<> Network.DG_sending) >

= Pr[<= 100](<> Control.Imaging)

Reset
Simulation

Probability Com-
parison

guage reference guide. Examples of some of the
queries used for system verification are given in
Table [3] Using the query-based verification sys-
tem, state transitions, probability density distri-
butions, and probability comparisons of states at
different intervals could be verified.

In addition to an exponential delay distribu-
tion, the network model could include discrete
probabilistic delays for different paths in the
model.

Figure [6] shows an example of the network

wait_Im1 Start_3!

o) DT Init

@ 3
- é o
<rXZmaxX 2<TR2Thax

s .
./ waitim
in 1/
B
z

5 =be_m
ImSrft 8”’ =
z x

Figure 6: Network unit with discrete probabilis-
tic non-delayed and delayed paths (1/4, 4/5)

Im_Sending ACKIm

ding
b<1x3_max

time
44 442 44.4 446 448 45 452 454 456 458 46
T T T T T T T 5

IlINetwork.ACK_DG:z<rx1_max _ 45
liNetwork. ACK_DG:z>rx1_max
4

)
°
R

°
b=
8

Probability Density

Probability Density

2 30 fime 35 40

Figure 7: Probability density distribution for the
network unit with acknowledgment time lower
(blue bars) and higher (orange bars) than the
threshold (rzl-maz)
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model with discrete probabilities defined for de-
layed and non-delayed paths. Figure[7]shows the
probability density distribution for ACK_DG
state for a time lower than (blue bars) and higher
than (orange bars) rzl_max threshold, with con-
fidence 0.95, for the model depicted in Figure [6]
Here the discrete probabilistic choices (1/5, 4/5)
associated with the paths increase the probabil-
ity density associated with z > raxl_maz. The
discrete probabilistic choice for each path could
help in the estimation of the delay in any system.
Additionally, a cost and reachability time anal-
ysis could also be performed for each path. The
formal verification showed that the modeled use
case didn’t break any time limits and that the
operation of the device happened in the right
order and at the same time.

So far, we have considered the problem for
a single device with sub-units; however, CBPS
are real-time distributed systems by nature, with
multiple devices interacting with each other in
both competitive and cooperative ways [38| [39]
to achieve better performance. In this section,
the single-use case problem is extended to a
multi-system problem for optimization of delay
and bandwidth consumption.

When dealing with multi-system interaction
[40, [41] a centralized CPS control approach [42]
might become inefficient as the systems might
be highly distributed in space and overall com-
putational complexity could increase drastically.
Therefore, a decentralized and distributed net-
work control approach is more suitable. Fig-
ure [§ shows an overview of generalized central-
ized, decentralized, and distributed system ar-
chitectures. In case of scarce network resources
such as limited bandwidth or strict time-delay
restrictions, a distributed or decentralized CPS
architecture [43] is more desirable. Decentral-
ized and distributed communication and con-

12

(c) Distributed

Figure 8: (a) Centralized, (b) Decentralized, (c)
Distributed System Architecture for information
control and transmission.

trol architectures are already present around us
for many applications, e.g, microgrids [44] 45].
However, there is always a trade-off when choos-
ing between a centralized control approach and
a decentralized or distributed control approach.
If the number of systems interacting with each
other is less than the upper bound on network
constraints, such as bandwidth and power, a
centralized control and communication approach
would be preferable to a distributed one, where
information flow could suffer from large delays.

We aimed to study the necessary interaction
between different devices in combination with
their interaction with the sub-units of the
device. A strategic approach is employed to
determine whether to select a centralized or
decentralized control approach, which even-
tually affects the overall performance of the
system when traffic patterns are known or
unknown. To analyze which approach is better
suited, a Stochastic Timed Automata (STA)



based approach was used, where the choice of
transferring information from one system to
another is kept random. The definition of a
stochastic timed automaton is given as:

STA:Definition: A stochastic timed au-
tomata is a tuple STA= (T'A, pw) where a
timed automata T'A is equipped with probability
measure p and positive weights w. [40]

where the transition between states depends
not only upon the probability of transition be-
tween states but also on the waiting time or
guard on the state. The transition from state s;
to s¢y1 is dependent on wait time (¢5) and proba-

bility ps and is written as s; bo s (s¢t+1). We used
Uppaal Stratego [47], an optimization, modeling,
and strategy exploration tool for pricing strate-
gic timed games, to simulate the strategy. For
the use-case, we modeled the interaction of two
systems in which information flow between the
two systems could be centralized, decentralized,
or network traffic aware, with the system hav-
ing the option to choose between centralized and
decentralized. Building upon the centralized and
decentralized architecture where a coordinator is
either managing all or a few nodes, one can con-
trol the information flow between different nodes

( Figure|g| ).

In both centralized and decentralized control,
network traffic is an uncontrollable parameter
(Figure @ By making the system aware of the
traffic load, we can choose which strategy is best
for the information flow for optimal network re-
source consumption under delay constraints. As
depicted in Figure [9] UPPAAL Stratego com-
putes strategies to transfer information via cen-
tralized, decentralized, and traffic-aware infor-
mation flows. Information flow from systeml to
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Figure 9: Centralized vs decentralized infor-
mation flow control simulation using UPPAAL
Stratego, where the main states are: centrx, de-
centrx, Aware, HeavyTraffic, and LowTraffic.

system?2 may traverse controllable or uncontrol-
lable stages (centrx, dencntrx, aware, i.e., net-
work traffic aware). In other states, Lowtraf fic
and HeavyTraf fic are associated with condi-
tions where information passes through heavy
or low traffic, as the names suggest. State
Searching or found is associated with locating
the path to the last node, System?2, where data
is transmitted.

The probability of achieving a delay below
150 ms with all the mentioned approaches is
0.76 with 95% confidence interval, whereas
the average delay estimate is 120 ms with
probability 0.98 with 95% confidence interval
(Figure . The mean bandwidth consumption
(i.e. achieved throughput) is 1700 kbps with
probability 0.68 and 95% confidence interval

(see Figure [11]).
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Figure 10: UPPAAL Strategies
(a): Decentralized Information Flow
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(d): Traffic ~ Aware  Information  Flow
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by the green line.

The choice of architecture is heavily influ-

enced by the delay constraints. Four different
strategies were investigated to figure out how to
choose between decentralized, centralized, and
traffic-aware communication.
In the first strategy, named Lenient Delay
Strategy, the requirement is to compromise the
delay requirement to avoid high network traffic
scenarios and ensure the information transfer.
In the second strategy, named Stringent Delay
Strategy, the focus is on achieving minimal
transmission delay. In the third strategy, named
Opt Strategy, the middle ground where the
minimal delay is achieved regardless of com-
munication via a centralized or decentralized
architecture while avoiding high network traffic
scenarios is analyzed. In the fourth strategy,
named network res Strategy, the goal is
to consume minimum network resources, i.e.,
bandwidth, in combination with the lowest
possible delay, regardless of the network archi-
tecture analyzed.
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The first strategy was analyzed with an upper
bound on delay as high as 200 ms and the
possibility of avoiding large delays due to high
network traffic.

To obtain an overview of the strategies em-
ployed for a stringent delay requirement (Strin-
gent Delay Strategy), the upper bound is chosen
to be 100 ms without caring about network traf-
fic; the simulation execution, the system tends to
select the decentralized communication strategy
in this scenario.
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Figure 12: Strategies (a): Lenient Strategy
Cumulative Probability Interval (Delay). Pa-
rameters: o = 0.05,¢ = 0.05, Bucket Width =
1.6923, Bucket Count = 23. Mean Estimate =
129.9 ms; (b): Stringent Delay Strategy Cu-
mulative Probability Interval (Delay). Parame-
ters a = 0.05, ¢ = 0.05, Bucket Width = 1.6923,
Bucket Count = 23. Mean Estimate = 77.94 ms.

The mean delay (Figure [12|(a)) value obtained
is then 129 ms with 95% confidence interval
whereas the centralized communication is cho-
sen as the main architecture. Under Stringent
strategy (Figure [12|b)), the mean delay
achieved is 78 ms with 95% confidence interval.

The third strategy (Opt Strategy) was em-
ployed to check the middle ground between the
lowest delay achieved via decentralized or cen-
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Figure 13: Strategies Opt Strategy Cumula-
tive Probability Interval (Delay). Parameters:
a = 0.05,¢ = 0.05, Bucket Width = 1.6923,
Bucket Count = 23. Mean Estimate = 125.2
ms.

tralized strategy; the simulation results (Figure
show that the best-suited method for the
employed use-case is to choose a centralized
architecture for the guaranteed lower delay and
reliable communication. The mean estimated
delay is 125 ms with 95% confidence interval.

The fourth strategy (network res Strategy) is
employed to minimize the delay under minimum
network resource, i.e., bandwidth consumption.
Figure [14] shows the cumulative probability con-
fidence for bandwidth consumption and mini-
mum delay. The mean estimate for bandwidth
consumption is 960 kbps with a mean delay es-
timate of 109 ms with 95% confidence interval.

6 Implementation Considera-

tions

The implementation of Cyber-Physical Bio-
analytical devices faces critical challenges such
as limited data storage and hardware comput-
ing capabilities, the need for low energy/power
consumption and efficient data communication,
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Figure 14: network_res (resource-minimization)
Strategy (a): Cumulative Probability In-
terval (Delay). Parameters: o = 0.05,¢
0.05, Bucket Width = 1.6923, Bucket Count =
13. Mean Estimate = 109 ms; (b) Cumula-
tive Probability Interval (Bandwidth con-
sumption) Parameters: a = 0.05,¢ = 0.05,
Bucket Width = 1.6923, Bucket Count = 13.
Mean Estimate = 960 kbps

as well as interaction with users or the environ-
ment. These critical aspects necessitate an ex-
amination of both software and hardware design
aspects before the practical implementation of
use cases.

6.1 Software Design Architecture

Software design of CPBS should be able to
bridge the gap to enable the control of both
functional and non-functional properties of the
devices. While considering the software design
for CPBS, the goal is to use a single publisher-
subscriber interface software that enables all
hardware interactions with humans and other
devices to make them easy to use. To achieve
the required operating capabilities in the hard-
ware, it is necessary to take care of the following
major requirements of the CPBS software:

e Information communication including re-
mote device connection and information
routing including constraint violation, er-
rors and trigger events;

Data handling including data storage, defin-
ing data structure, data flow control and
sensing, and actuation data processing;

Process management, scheduling, operating
system capabilities, user-interface.

Application Layer
GUI/User-Interface (Navigation Design, Content
Desiga)

Presentation Layer
Data Processing (Data Syntax, Structures, Encryption,
Decryption)

Service Layer
Service interfaces & component management

Transport Layer E

(Data Flow Control-- a
Publisher/Subscriber)

|
J

AT uEng g

Session LayerError Handling Layer
(spuaurarmbag areeggog Spa e daos g0

(Drevice Connection, Data type & constraints)

OS Layer/ Hypervisor ]

-

Hardware /Physical Layer

il

\ J/

Figure 15: Proposed Layered Software Archi-
tecture for CPBS. The architecture considers
the principles of service-oriented software archi-
tecture, three-tier architecture OSI model, and
Cisco’s OSI model for cloud computing.

Figure [15] shows the proposed multi-layer soft-
ware architecture, which is designed by consid-
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ering service-oriented software architecture [48]
49, 50], three-tier architecture OSI model [51]
and Cisco’s OSI model for cloud computing [52].
Our aim is to develop the software with capabil-
ities such that each software service capability
could be used individually for subsystems. The
presentation layer allows the interface to respond
to user input and user-controlled actions via
Graphical User Interface (GUI) or Command-
line User Interface (CUI) based-interaction. The
interface is connected to several back-end pro-
cesses, which include data processing or control
action determination as well as communication
with sub-processes and devices. The presenta-
tion layer includes data processing and lies on
top of the service layer, which manages different
service components and interfaces.

The plugin layer manages OS compatibility
and software requirements. The session layer
manages connections between different services,
devices, and sub-processes. The transport layer,
in combination with the network layer, handles
data flow control, IP/TCP-based connections,
and information routing. The low-level layers
are of the same type as in any software design,
e.g., hardware/physical layer and OS layer or hy-
pervisor for management of hardware resources.

6.2 Hardware Consideration

To achieve effective control and wireless com-
munication between different devices, the aim is
to select cost-effective, reliable, and easy-to-use
Single Board Computers (SBCs) as well as,
where needed, simple micro-controllers. A
comparison of different specifications of SBCs
helped to analyze the Raspberry Pi as a strong
candidate for the implementation of the com-
munication and control algorithms. Raspberry
Pi 4 is equipped with an ARM cortex, and its

benchmarking showed significant performance
results for image processing as well as for base-
line implementation of publish-subscriber-based
event-triggered wireless communication.

7 Conclusion

In this paper, an extended timed-automation-
based formal technique for modeling bio-
analytical CPSs with constraints over a wire-
less network was presented. A timed strate-
gic approach was also used to give an overview
of delay and bandwidth limits. The main goal
was to provide a formal model-based architec-
ture for bio-analytical devices to encourage the
use of formal techniques in bio-analytical devices
in the future. To depict the application of the
proposed technique, a case study was modeled
and verified using UPPAAL. It was extended to
multi-system interaction using timed stochastic
automata that were evaluated by means of UP-
PAAL Stratego. The results showed that the
minimum delay achieved from systeml to sys-
tem2 by a centralized communication architec-
ture is 129 ms, 87 ms with a decentralized archi-
tecture, and 125 ms when avoiding high-traffic
scenarios.

The multi-system interaction example shows
how this model can be utilized in Model-based
System Engineering (MBSE). Wireless connec-
tivity will allow multiple components in a high-
throughput laboratory setup to communicate
without physical connections. Event-triggered
control will make the system resource efficient
in terms of computing and communication. The
verification of both the model and strategies
helped to analyze the system under bounded, un-
bounded, and probabilistic delay distributions.
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Despite our efforts, there are still hardware and
software implementation concerns for the CPBS.
Non—deterministic device behavior, hardware
defects, and network limits and concerns such as
network failure are examples. With our present
results, we are implementing the use case and
analyzing it with a focus on open-source system
design availability.
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