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Abstract: In olden eras, Braille technology was developed to 
eradicate the darkness of visually impaired people (Divyanjan) 
which made them to gain knowledge for proper interaction with 
the world. Students who read braille can also write  braille. Using 
a variety of low- or high-tech devices, the trainer of students with 
visually challenged can use braille translation software, which 
converts the braille into conventional text and prints it. But 
recognizing the dots on the braille slate and writing the letters is a 
difficult task faced by many blind kids. Hence the major scope of 
this proposed project work is to develop a Smart writing system for 
blind that overcomes many complications faced by a blind child 
between the age 3-8 years and also to helps them to read and write 
a standard alphanumeric characters. Henceforth helping them to 
read and write like a person without disability. Therefore, the 
project aims to design a writing and reading system for visual 
impaired person mainly alphanumeric characters. The proposed 
idea is implemented on Raspberry Pi 4 model interfaced with 
Speaker and a display unit. Deep Learning algorithms namely 
CNN is used to recognize the scribbled handwritten text/digits. 
Overall Performance analysis is made by using MNIST dataset.  

Keywords: CNN (Convolutional Neural Networks), 
SVM(Support Vector Machine) KNN (K- nearest neighbor)  

I. INTRODUCTION 

 According to the statistics provided by WHO(World 

Health organization), 230 million people worldwide are 
predicted to be visually impaired, among which 93% live in 
developing countries and 48 million blind individuals 
world-wide [1].  People born with sight are very fortunate 
enough to absorb any information by ourselves. However, 
there are people who are born without sight or have lost their 
sight during their course of life. It is beyond the constraints of 
possibility for these people to extract information from the 
media, especially books [2]. As the technology has advanced, 
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it has become easy for such types of people to grasp 
information from the web by using e- readers or any type of 
computers, which have the capability to read. In recent 
development of technology, we see more powerful smart 
phones built in mobile chips, processors in people’s hand, 

which has more computing  power than normal desktop PC. 
This means a many smart applications can be built on mobile 
devices that could make people’s life stress-free. Especially, 
nowadays mainstream mobile operating systems including 
iOS and Android had introduce to accesses the functions 
build in. With these functions, blind people can use a smart 
phone almost as appropriately as fair sighted people. 
However, there has to be a best app which helps them to 
”see” the world, so the main motivation behind this project is 
to help visually challenged people to write  the text on the 
screen and make the person understand without the ability of 
sight [3].     Braille is a tactile code that is used by the visually 
challenged people to read and write. Each character or "cell" 
comprises of 6 dots, and  many of the braille text are in 
general use. The "double feeds" and “Dot Overlapping” in 

codes is difficult during automatic translation processing. 
Recognition of the dot matrix is the main component of the 
optical Braille recognition system. A literature review was 
conducted to identify the different disadvantages of using 
Braille[4]. The braille system of reading documents and 
books requires more practice and time recent approach 
includes the Computers that are designed to interact with 
visually impaired people by reading books or documents. We 
also have many devices and mobile apps that scans the 
documents  to allow the blind to sense the scanned documents 
on the screen either in Braille or Anusha Bhargava et al, 
which is also a Reading Assistant for the blind people to read 
by using the shape of the letters itself with help of vibrating 
pegs. But the developed system fails to convert the text to 
speech and also the computer source can read the document 
which has the higher font size, and it doesn’t have the 

capability to read the smaller sized text [5]. The Google API 
and Raspberry Pi based aid for the blind deaf and dumb 
people was developed, the proposed device enables visually 
challenged people to read by taking an image. Further, Image 
to text conversion and speech synthesis is done, converting it 
into an audio format that reads out the extracted text 
translating documents, books and other available materials in 
daily life. For the audibly challenged, the input is in form of 
speech taken in by the microphone and recorded audio is then 
converted into text, which is displayed in the form of a 
pop-up window for the user in the screen of the device [6].
 In the recent advancement of AI and ML,digit recognition 
(handwritten) has become a major topic of interest among 
many researchers.  
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In various research was found that the handwritten text/digit 
recognition models have been developed using Deep 
Learning algorithm like multilayer CNN which gives the 
maximum accuracy in image classification problems. Hence 
Deep learning algorithms are most widely used to develop the 
model compared any machine learning algorithms like SVM, 
KNN & RFC. It is quite challenging to get a better 
performance of the model using less parameters for the 
development of large-scale neural network. Improving the 
accuracy with less error to build the model using CNN is 
quite challenging [7] Using MNIST datasets and CIFAR, 
many applications-based models are emerging day by day to 
minimize error rates for image recognition by the 
Researchers [8].  
 A survey was made by visiting Rakum Blind school. 
According to the trainers,  the tool used by the blind children 
to edit on the Braille Slate is quite hard because they require a 
more pressure to print. Under such circumstances many blind 
schools have introduced only vocabulary activities for the 
students from Lower grade to 4th grade. Though there are 
various existing solutions to the problem of assisting the 
blind to read and write the Braille text, our solution brings out 
a smart and autonomous system that assist the blind to write 
and read the conventional text (alphabets and digits). Hence 
we propose an electronic aid to help the visually impaired 
school kids to write and practice the conventional text. 
 In this work we have proposed a camera mount assistive 
device to help blind person in reading the text present on the 
products, text labels and printed notes and also helps them to 
write the conventional alphabets and digits. The proposed 
work involves Text Extraction from the captured image and 
convert the written text to Speech , a process which makes 
visually impaired to read and hear, one of the most important 
requirement in developing an application for recognizing the 
real world. Therefore a Deep Learning algorithm is 
developed and High end processors with camera are 
embedded to help the blind children to practice writing and 
reading at their pre-learning stages like a normal school 
children do. 

II.  MODELING OF ALPHABET RECOGNITION 

SYSTEM 

 

Fig.1 OCR Process Flow  

To develop a prototype that helps in recognizing the text or 
alphabets, an open source optical character recognition 
(OCR) engine namely Python-tesseract is used which is 
available under the Apache 2.0 for python. It can be used 
directly to build the application or using an API to extract the 
printed or written text. OCR transform a 2D image of text, 
that could contain handwritten or system printed text into 

machine-readable text. OCR software engine consists of 
numerous sub-processes to perform the text recognition as 
accurately as possible [9].    Tesseract 4.00 comprises a new 
neural network subsystem designed as a text recognizer. The 
neural network sub system in Tesseract pre-dates 
TensorFlow with Variable Graph Specification Language 
(VGSL) that is also available for TensorFlow [10]. With 
camera enabled OCR system, the handwritten text images 
can be recognized even when visually impaired person write 
the text in a jotted way. Hence the OCR engine supports the 
complete system. The OCR process flow is shown in Fig.1 

III. HANDWRITTEN DIGITS CLASSIFICATION 

MODEL 

A 6-layered convolutional neural network (CNN) is 
developed to distinguish the handwritten digits in our model. 
The CNN comprises of a single input layer followed by four 
consecutive hidden layers and a single layer at the output for 
the design. The layer at the input contains 28 x 28-pixel size, 
which means that it holds 784 neurons. The pixels at this 
layer are classified as grayscale images, for black pixel it is 
set to one and for white pixel it is set to zero. The feature 
extraction from the input data namely the digit is acquired by 
CN layer1, which is the first layer of the hidden section. 
Which performs the convolution operation with the previous 
with the help of filters. The activation function used in our 
model is ReLU which is used at the end of each convolution 
layer and in the fully connected layer to enhance the model 
performance. The layer followed by CN layer1 I is Pooling 
layer1.  Here, we have used max pooling to subsample the 
dimension of each extracted feature from the image. The 
other two hidden layers are CN layer2 and Pooling layer2, 
which performs the same operation as CN layer1 and Pooling 
layer1. But differs in feature representations and kernel size. 
Next layer to Pooling layer is Flatten layer, which transforms 
a two-dimensional matrix of featured image into a 
one-dimensional feature vector and allows the output to be 
handled by the Fully Connected layers known as Dense layer. 
 To elevate the model to perform better, SOFTMAX 
activation function [11] is used at the output, which 
transforms the featured vector into values between 0 and 1. 
The MNIST dataset for handwritten digits is used for the 
model development to recognize the digits between 0 to 9. In 
MNIST dataset, 70,000 stored images of handwritten digits 
are there, for training data set 60,000 patterns of digits and for 
test data 10,000 patterns digits are used to build the model.  

 
Fig.2 MNIST Dataset 
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The images are represented in a grayscale with a size of 
28×28 pixels.  Few sample data of MNIST is shown in Fig.2. 
We build our model by using Keras API which uses 
TensorFlow on the backend and hence helps us create a CN 
networks with high level knowledge. 

IV. RESULTS AND DISCUSSION 

The components used in this proposed model include 
Raspberry pi 4 with 6 inch touch screen, a portable Pi camera, 
power supply unit. The portable Pi camera act has a image 
recognizing unit, with the top level Machine Learning 
algorithm namely CNN (Convolution Neural Networks) the 
Raspberry Pi 4 identify the written images on new grid based 
slate fixed with a sheet of writing paper. The working of this 
project is explained with the help of a block diagram shown 
in the Fig.3.  

 

 

Fig.3 Hardware Setup of The Model 

 The hardware setup comprises a Pi Camera that recognises 
the written/reading text on the drawing board by the blind 
kids. The written image is processed further by Raspberry Pi4 
to identify the written text. An efficient machine-learning 
algorithm called namely CNN is developed to recognize the 
correct text (Numbers and alphabets).Further the text to 
speech conversion unit is used to convert the recognized text 
into speech. The touch screen enables to print the edited text 
for further interpretation. With the help of a Wi-Fi module, 
the data can be transmitted to the receiver section i.e. a 
database for further evaluation if necessary.      
      

 

Fig.4 Modified Hardware setup 

For a better demonstrable purpose, the setup is modified as 
shown in Fig.4. 

A. Discussion of the Obtained Simulated Results of Text 
Recognition Models 

 Fig.5 shows the character recognition system showing the 
arrangements made to capture the written text on the blank 
sheet and then process it through the OCR engine. When the 
code is executed, the camera module focused on the text 
editor containing the input (which can be a text segment or a 
combination of text and numbers, handwritten or printed). 
The code uses the tesseract engine to perform the text 
recognition and uses the python espeak module [12] to 
generate the required sound output. Fig.6 shows the captured 
image, which is handwritten and converted into text that is 
displayed. 
 

 

Fig.5 Character Recognition System 

 

Fig.6 Display of Text through OCR 

B. Discussion of the Obtained Simulated Results of Digit 
Recognition Models 

In this section, we have developed a Deep learning 
algorithm namely CNN algorithm which produces a better 
performance in recognizing the handwritten digits. MNIST 
dataset has been used to train model. The algorithm is 
executed on Keras and Tensorflow platform using python. 10 
epochs were used to observe the Training and validation 
accuracy by taking the batch size of 512. 
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 The batch defines the number of samples the CNN model 
looks at before updating the internal model parameters.
 Table 1 shows the simulation results of accuracies of 
training and validation data that is found by varying the 
number of Epochs for the recognizing the handwritten digits.  

Out of four hidden layers, the first hidden layer is CN 
layer1, comprises of 32 filters with the optimal kernel size of 
5×5 pixels, mainly used to extract the feature of the image 
and ReLU is the activation function used to elevate the 
overall model performance. Maximum pooling is used with 
2×2-pixel size, hence the spatial size of the output of CN 
layer1 is reduced. The second hidden layer is CN layer2 
comprises of 64 filters with a kernel size of 5×5 pixels and 
ReLU activation function followed by the pooling layer 2. 
We pad the image with a padding size of 1 so that the input 
and output dimensions are same. Softmax is the activation 
function used at the output layer to produce the output from 
digit 0 through digit 9. In the overall performance, the 
validation accuracy is found around 99.25%. Initially at the 
first epoch the training accuracy (min) and validation 
accuracy is found to be 98.06% and 97.92%. At the 10th 
epoch, the training accuracy (max) is around 99.88% and 
validation accuracy as 99.25%. Therefore, the total validation 
loss is found approximately 0.049449 as shown in Fig.7. 

 Once the training and Validation of the model is 
completed, next will be the drawing platform to enable the 
blind people to write here in our project we have used 
Pygame [13] a multimedia library, which provides the virtual 
drawing area to scribble the digits. It is a Python wrapper 
module which contains python functions and classes that will 
allow the users  to draw the items on the screen,play  sound 
effects and music , and handle  mouse ,keyboard and joystick 
input.   SDL library  provide cross platform access to the  
systems and devices. Installing a Pygame is much easier and 
straightforward on the Linux and Windows Platform. 
Iinstallation of all the addons work using that for my Python 
requirements. Once the number  has been written through the 
drawing board that is enabled by Pygame SDL, the CNN  
model detects the input, processes and finally recognizes the 
number as shown in Fig.8 and hence predicts the digit which 
will be automatically displayed on the drawing pad as shown 
in Fig.9. Further the text to speech conversion module is used 
to convert the written digit into audible feature. Therefore, 
the visually impaired person can identify the written digit on 
the virtual drawing board. 

 
Fig.7 Loss analysis 

 

 
Fig.8 Drawing Pad to write Digit 

 

 
Fig.9 Predicted Value 

 

Table I: Accuracy Evaluation 

Number of 
hidden layers 

Batch 
Size 

Minimum Training 
Accuracy 

Minimum Validation 
Accuracy 

Maximum Training 
Accuracy 

Maximum Validation 
Accuracy 

Epoch Accuracy (%) Epoch Accuracy (%) Epoch Accuracy (%) Epoch Accuracy (%) 

4 512 1 98.06 1 97.9 8 99.82 8 99.2 

4 512 2 98.95 2 98.6 9 99.76 9 99.16 

4 512 4 99.49 4 99.14 10 99.88 10 99.25 
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V. COMPARISON WITH EXISTING MODELS 

 Several models of digit recognition is existing in the 
literature. The handwritten digit recognition can be improved 
using many neural network algorithms, A multi-layered 
unsupervised learning  using CNN model was developed [14] 
by using  70,000 images from MNIST data group to eliminate 
the images which are blurred and also found the  overall 
validation accuracy of  98%  with the  performance loss 
ranging from  0.1% to 8.5% [15] .  Siddique et al. [ 16 ] 
developed  an L-layered feed-forward CNN , where they 
have applied neural network  for the handwritten digit 
recognition with different network layers on the MNIST 
database and hence found  the deviations  in the  accuracies of 
the model  for different combinations of  hidden layers and 
epochs. The maximum accuracy for 4 hidden layers at 50 
epochs was found 97.32% in their work Comparing with 
results of other models developed for handwritten digit 
recognition, the model we have developed achieved a better 
performance. In our model, we have found the maximum 
accuracy of training data to be of 99.88% and maximum 
accuracy of validation data of   99.25% both at epoch 10. The 
overall loss is ranging from 0.0263 to 0.049. Hence, the 
proposed model of Deep learning algorithm is more efficient 
than the other existing work for digit recognition. 

VI. CONCLUSION AND FUTURE SCOPE 

 In this work, we have developed a deep learning model, 
which helps the visually impaired people to read and write 
the text and digits of conventional language.  Raspberry Pi 
board with camera and a OCR is employed to perform the 
alphabet recognition on the localized text regions and rework 
into audio out for blind users. 

 The CNN model was developed to recognize the 
handwritten text written by the visually impaired people. The 
overall performance analysis was made by considering 
six-layered neural network with one input layer followed by 
four hidden layers and one output layer is designed. The 
model was estimated with maximum training accuracy to be 
of 99.88% and maximum validation accuracy of 99.25%. 

 Hence, the described proposed writing aid is a portable, 
low cost and efficient device, which could make the visually 
impaired people, understand how to write/read like a normal 
people. Hence, the model developed is best suitable to 
recognize the scribbled digits and text. 

 This technological solution can be implemented in blind 
schools for the real time performance measure.  In future, the 
system can be improved with advanced technology by   
developing an Application-using machine learning 
algorithms on the android platform, a Smart gadget for 
convenience based on the feedback from the visually 
impaired people. 
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