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Abstract

A small sample tilt away from a main zone axis orientation results in an elongation of the atomic columns in ADF STEM
images. An often posed research question is therefore whether the ADF STEM image intensities of tilted nanomaterials
should be quantified using a parametric imaging model consisting of elliptical rather than the currently used symmetrical
peaks. To this purpose, simulated ADF STEM images corresponding to different amounts of sample tilt are studied using
a parametric imaging model that consists of superimposed 2D elliptical Gaussian peaks on the one hand and symmetrical
Gaussian peaks on the other hand. We investigate the quantification of structural parameters such as atomic column
positions and scattering cross sections using both parametric imaging models. In this manner, we quantitatively study
what can be gained from this elliptical model for quantitative ADF STEM, despite the increased parameter space and
computational effort. Although a qualitative improvement can be achieved, no significant quantitative improvement
in the estimated structure parameters is achieved by the elliptical model as compared to the symmetrical model. The
decrease in scattering cross sections with increasing sample tilt is even identical for both types of parametric imaging
models. This impedes direct comparison with zone axis image simulations. Nonetheless, we demonstrate how reliable
atom-counting can still be achieved in the presence of small sample tilt.

Keywords: quantitative electron microscopy, sample tilt, scanning transmission electron microscopy, statistical
parameter estimation theory, elliptical imaging model

1. Introduction image intensities are directly compared to image simula-
tions on a pixel-by-pixel basis, an accurate and precise
knowledge of all microscope parameters such as detector
efficiency and aberrations is crucial [16, 17]. Therefore,
image intensities from the experimental ADF STEM im-
age should first be put on an absolute scale, such that they
are normalised with respect to the incident electron beam,

cise quantification of the atomic structure. Therefore, and detector efficiency is accounted for [18, 19, 20]. The
quantitative rather than qualitative analysis of annular . b, ctness to microscope aberrations as well as the sens-

dark field (ADF) scan.ning trapsmission el.ectron IMICTO-  itivity to thickness improves significantly when the total
scopy (STEM) images is be(}omlng a r?cognlsed approtach intensity scattered from each atomic column is used as
7, 8,9, 10, 11]" The image Intensities in ADF STEM im-  yeasure for quantification, rather than the individual
ages of crystalline nanomaterials are strongly peaked at pixels or the peak intensities [8, 21, 22, 23]. This integrated

the atomic column positions. Furthermore, due to the in- o gty i the so-called scattering cross section and can be
coherent nature of the image intensities in ADF STEM - quantified by integrating the intensities in a Voronoi cell

provided that the annular detector inner angle is chosen around the atomic column positions [21]. Alternatively,
sufficiently large - the contrast in the ADF STEM images parametric imaging model consisting of a superposition
is sensitive to the atomic number Z of the atoms in the of two-dimensional (2D) Gaussian peaks can be fitted to
nanomaterials, as well as to the thickness of the nanoma- the image intensities [8, 24]. The scattering cross sections

te?ial _[12’ 13, 14_’ 15]. Different approaches f(')r qua.ntit— are then quantified by the volumes under the 2D Gaus-
ative interpretation of ADF STEM images exist. Either sian peaks. The scattering cross sections have been used

the %mage intensities are directly compar ed. to image sim- to determine the composition of nanomaterials [8, 25], and
ulations, or an approach based on statistical parameter to count the number of atoms in each atomic column of
estimation theory can be followed. When experimental monatomic [26, 27, 28, 29, 30, 31, 32, 33] and mixed ele-
ment [34, 35] nanomaterials. Furthermore, the parametric

*sandra.vanaert@uantwerpen.be imaging model provides precise estimates for the atomic

The properties of nanomaterials are strongly dependent
on their size and shape, as well as on their composition
and the positions of the individual atoms [1, 2, 3, 4, 5, 6].
This implies that unravelling the structure-properties re-
lationship of nanomaterials requires an accurate and pre-
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column positions with a precision that surpasses the spa-
tial resolution limit of the electron microscope [11, 24].
When the electron dose is low, it becomes more challen-
ging to correctly identify all atomic columns present in the
ADF STEM image. In such case, the maximum a posteri-
ori (MAP) probability rule can be used to reliably detect
each atomic column [36, 37].

The aforementioned parametric imaging model was de-
veloped for quantitative analysis of ADF STEM images of
nanomaterials in zone axis orientation. However, aligning
the sample in exact zone axis orientation might not always
be possible for various reasons, such as sample bending in
very thin specimens [38]. Many interesting nanoparticles,
for example for catalytic applications, are very small and
therefore rotate under the influence of the electron beam,
which leads to small amounts of sample tilt [39, 40]. This
can affect the quantification of the atomic structure from
the ADF STEM image intensities [31]. The effects of tilt
on high resolution ADF STEM images have been studied
using multislice calculations [41, 42], revealing that the
contrast between background and bright column intens-
ities is decreased when the specimen is tilted slightly off
zone-axis orientation. This can be explained using elec-
tron channelling theory [21, 43, 44, 45]. An atomic column
aligned with the incident beam exhibits a small lensing
effect on the beam, keeping the intensity on the atomic
column [34, 35, 43, 44]. This leads to a larger scatter-
ing cross section than the sum of the individual scattering
cross sections of the separate atoms in the atomic column.
Tilting the sample away from zone axis orientation reduces
the channelling and leads to a decrease in the intensity
scattered from the atomic column towards the annular de-
tector, as compared to the zone axis oriented situation
[21, 45, 46, 47, 48]. Nonetheless, the crystal lattice re-
mains clearly visible for specimen tilts up to one degree
in different directions and for a range of specimen thick-
nesses. While acquiring images, tilt can therefore remain
unnoticed despite the decrease in contrast, as the intensity
range displayed when acquiring the images is rescaled [9].
Empirically, sample tilt also causes an elongation of the
atomic columns in the ADF STEM images. In our experi-
ence, an often posed research question is therefore whether
the parametric imaging model consisting of symmetrical
Gaussian peaks can still yield a reliable quantification.
Quantitative ADF STEM in the presence of sample tilt was
previously studied by estimating scattering cross sections
using the integrated intensity in Voronoi cells [45]. How-
ever, the scattering cross sections are estimated more reli-
ably when overlap between neighbouring atomic columns
is taken into account [24]. In a tilted specimen, these over-
lapping intensities will become even more important, and a
parametric imaging model consisting of overlapping peaks
to model the expected values of the ADF STEM intensit-
ies is essential. The Gaussian peaks were shown to provide
an adequate description of the experimental ADF STEM
image intensities [24, 49, 50]. We therefore propose to use
2D elliptical Gaussian peaks rather than 2D symmetrical

Gaussian peaks, in order to better describe the elongated
ADF STEM image intensities in the presence of sample
tilt. In this paper, we investigate whether physical para-
meters such as scattering cross sections or atomic column
positions can be estimated more reliably using a paramet-
ric imaging model that consists of superimposed 2D ellipt-
ical Gaussian peaks. In Section 2, the proposed parametric
imaging model is introduced. In Section 3, the possib-
ilities and limitations of the elliptical imaging model are
studied using simulated ADF STEM images of hypothet-
ical Pt(110) nanocrystals with various amounts of sample
tilt. The amount of elongation of the atomic columns is
quantified by the elliptical model and the effect of sample
tilt on the estimated atomic column positions, intercolumn
distance and scattering cross sections is studied using the
proposed elliptical model and compared to the results ob-
tained using the existing symmetrical model. In Section
4, the most reliable strategy for atom-counting from tilted
nanomaterials is discussed using simulated ADF STEM
images of a hypothetical Pt nanoparticle. Finally, in Sec-
tion 5, the results are discussed and conclusions are drawn.

2. Parametric imaging model

In previous work, a quantitative model to describe the
ADF STEM image intensities has been introduced using
overlapping 2D symmetrical Gaussian peaks [8, 24, 29]. To
this purpose, the pixel values wy; for each pixel (k,1) of a
K x L ADF STEM image are summarised in a vector:

w = (w11, W12, - , WKL) (1)

This is the set of observations obtained from the ADF
STEM experiment. Each set of observations obtained from
an experiment performed under the same experimental
conditions will unavoidably be different due to the pres-
ence of noise. Therefore, the pixel intensities are stochastic
variables. The expectation value E[wy;] of the ADF STEM
image intensity at pixel (k,!) is then given by:

N 2 2
fri(8) =C + Z Tn €Xp <_ (zr — Be,) 2‘p|'2(yl — Byn) ) )
n=1

In this expression, ¢ is a constant background present in
the image, 7, is the height of the n'" Gaussian peak, 3,
and B,, are the x- and y-coordinate of the n'" atomic
column, p is the width of the 2D symmetrical Gaussian
peaks fitted to all atomic columns and IV is the total num-
ber of atomic columns. The 3N + 2 unknown parameters
are summarised in the parameter vector:

0:(5.%15""/6va51;17"' aﬁNvC?p)T' (3)

We will now elaborate on this parametric imaging model,
by replacing the symmetrical Gaussian peaks with ellipt-
ical Gaussian peaks:
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Figure 1: (a) Visualisation of the Pt(110) nanocrystal of 4 x 3 unit cells, with a thickness of 6 unit cells. The tilt direction
used in the simulation study is shown schematically. (b) Simulated ADF STEM image of the Pt(110) nanocrystal in zone axis
orientation. Red dots indicate the columns used to determine the position bias and scattering cross sections as a function of tilt
in Fig. 4(a) and Fig. 5. The arrows indicate the columns for which the nearest and next nearest neighbour distance is assessed in
Fig. 4(b). (c) Simulated ADF STEM image of the Pt(110) nanocrystal with a sample tilt of 16 mrad. Estimated and reference
coordinates - discussed in Section 3.2 - are plotted on top of the image with red and yellow crosses respectively. Image intensities

are expressed in fractions of the incident electron dose and are shown on the same colour scale.

minimum-maximum range present in the individual images.
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In this expression, p, and p, are the widths in the z- and
y-direction of the 2D elliptical Gaussian peaks fitted to
all atomic columns and « is the angle that indicates the
orientation of the elliptical Gaussian peaks. The 3N +
4 unknown parameters are summarised in the parameter
vector:

6:(5m1a"' aﬁNaCapxapyva)T'

(5)
In the case of an untilted sample, it is preferable to keep
the width constant per atom type, as in Eq. (2), in order to
improve the robustness of the fit. Fitting a different width
for each atomic column increases the parameter space, and
consequently reduces the precision of the parameter estim-
ates. In the case of a tilted sample, this assumption re-
mains a valid choice when there are only small thickness
variations present in the sample. In this case, fitting with a
constant width in the x- and y-direction respectively, as in
Eq. (4), yields the most precise parameter estimates, since
in this manner, the parameter space is smaller. However,
sample tilt causes a larger elongation of thicker atomic
columns in the ADF STEM image, and therefore this as-
sumption is no longer accurate when fitting a sample with
a large variation in sample thickness. In this case, each
atomic column should be fitted using a different width for
the 2D elliptical Gaussian peaks:
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with p,, and p,, the widths in the z- and y-direction of
the 2D elliptical Gaussian peak fitted to the n*® atomic
column. The 5N + 2 unknown parameters are summarised
in the parameter vector:

QZ(BTN 7B.’I:Naﬂyla"'
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The angle « is kept constant, as sample tilt often occurs
for the whole sample in the same direction. In case of
a spatially varying tilting direction - for example due to
sample bending in 2D nanomaterials, one could also es-
timate different angles for each column, although this will
increase the parameter space even further. The selected
parametric model is then fitted to the experimental ADF
STEM image using a least squares criterion. In this man-
ner we obtain a least squares estimate for the unknown
parameter vector:
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3. Simulation study

We will now apply this new parametric imaging model to
the quantification of ADF STEM images in the presence
of sample tilt and compare the results to the quantifica-
tion using the existing symmetrical Gaussian model. To
this purpose, we simulated a Pt(110) nanocrystal with a
sample tilt ranging from 0 to 60 mrad - approximately 3.5
degrees - towards a [100] zone axis orientation. We con-
sider a nanocrystal with two different thicknesses, respect-
ively 6 and 18 unit cells, corresponding to a total thickness
of 16.64A and 49.92A. The atomic structure of the Pt(110)
nanocrystal at 6 unit cells thickness used for the simulation
study is shown in Fig. 1(a). Fig. 1(b) and Fig. 1(c) show
simulated ADF STEM images of the sample in zone axis
orientation and with 60 mrad tilt towards a [100] zone axis
orientation, respectively. The tilting direction is indicated
schematically in Fig. 1(a). Sample tilt was included in the
multislice simulations by using the transformed (z,y, 2) co-
ordinates of the atoms after rotation of the sample. For
all tilt angles, a fixed height was used as a zero defocus
reference plane, i.e. the z-height of the focussed electron
probe when the defocus in the image simulations is equal
to zero, in order to ensure a fair comparison of the images.
The parameters of the image simulations are summarised
in Table 1. Image simulations were performed using mul-
tiple frozen phonon configurations with displacements of
the atoms determined by the Debye-Waller factor, in or-
der to include thermal vibrations [51]. All multislice image
simulations discussed in this paper were performed using
MULTEM [52, 53]. The (untilted) nanocrystal is created
with a homogeneous thickness by replicating the crystal
unit cell in the z, y and z directions. As a result, there
are two types of atomic columns in the nanocrystal, corres-
ponding to the corners or the central atom of the projected
unit cell of a face centered cubic (FCC) lattice. This leads
to a variation in the number of atoms per atomic column
of only 1 atom. Therefore, the elongation will be approx-
imately the same for all atomic columns, and the images
are fitted using the model with constant width for each
direction, expressed by Eq. (4).

In Fig. 2, we display the residual intensities obtained by
subtracting the simulated image intensities of the tilted
Pt(110) nanocrystal [Fig. 1(c)] from the fitted image in-
tensities using the symmetrical and the elliptical model
respectively. By visualising the intensities on the same
colour scale, we can now easily understand why one would
want to consider fitting 2D elliptical Gaussian peaks: the
residual intensities for this tilted Pt nanocrystal are up to
a factor of 3.5 smaller as compared to the commonly used
symmetrical model, yielding a qualitatively better descrip-
tion of the ADF STEM image intensities in the presence of
sample tilt. In the remainder of this section we will quant-
itatively study whether this improvement can also yield
better estimates of physical parameters such as atomic
column positions and scattering cross sections. Further-
more, the model also provides an estimate for the angle,

which can be used to determine the tilting direction. Based
on the widths in the z and y direction of the 2D elliptical
Gaussian peaks, we can study the elongation of the atomic
columns, which is related to the amount of sample tilt.
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Figure 2: Residual intensities of the tilted Pt(110) nanocrys-
tal from Fig. 1(c) after fitting with a superposition of (a) sym-
metrical and (b) elliptical 2D Gaussian peaks. Residual image
intensities are expressed in fractions of the incident electron
dose and are shown on the same colour scale. Colour bar la-
bels indicate the minimum-maximum range present in the in-
dividual images.

8.1. Atomic column elongation

The elliptical model given by Eq. (4) allows us to quantify
the amount of elongation visible in the tilted image using
the aspect ratio of the ellips:

Pz
e=—<1. 9
oy (9)

The aspect ratio is equal to or smaller than one by defin-
ition. This is achieved by consistently defining p, as the
smallest width of the ellips after the parameter estimation
procedure. The aspect ratio € decreases with increasing
sample tilt. This is shown in Fig. 3 for the Pt(110) nano-
crystal of Fig. 1. For a larger sample thickness, the aspect
ratio decreases faster with increasing sample tilt. When
the sample thickness is known, the combination of image
simulation and elliptical fitting can be used to estimate
the amount of sample tilt.

8.2. Atomic column positions

Next, we assess the accuracy of the estimated atomic column
positions using the proposed elliptical parametric imaging
model and compare this to the existing parametric model
with symmetrical Gaussians. To this purpose, we quantify
the bias of the position estimate for the atomic columns
indicated by red dots in Fig. 1(b), which have the same
z-height in the FCC crystal lattice. The results are sum-
marised in Fig. 4(a) for different amounts of sample tilt
and sample thickness. The bias of the position estimate is
quantified as the distance between the reference coordin-
ate and the estimated position coordinate. During this
analysis, we have set the reference position of an atomic
column in a tilted sample equal to the xy-position of the
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Figure 3: Aspect ratio € of the atomic columns estimated us-
ing a parametric imaging model with elliptical Gaussian peaks,
evaluated as a function of the amount of sample tilt for the
Pt nanocrystal from Fig. 1, at 6 and 18 unit cells thickness
(16.64A and 49.924).

top atom of that atomic column. In Fig. 1(c), the estim-
ated and reference coordinates are plotted on top of the
image with red and yellow crosses respectively. A shift of
the estimated atomic column positions as compared to the
actual position of the top atoms occurs when the sample
is tilted. This was noted before, especially for annular
bright field (ABF) STEM images [42, 54, 55, 56]. The
bias of the estimated atomic column positions increases
with increasing sample tilt and sample thickness. At 18
unit cells thickness, for example, the bias on the estimated
atomic column position is 11.4% of the nearest neighbour
distance at a sample tilt of 16 mrad (approximately 1 de-
gree). Despite this bias, the intercolumn distance is still
estimated accurately, as shown in Fig. 4(b) for the thick-
ness of 18 unit cells. The estimated intercolumn distance
by the elliptical model differs at most 1.8 pm from the
reference value. This enables us to reliably quantify the
lattice parameter using the parametric imaging models.
Finally, we see that the accuracy of the estimated position
coordinate and the intercolumn distance is identical for the
parametric imaging model using symmetrical or elliptical
2D Gaussian peaks up to 50 mrad (almost 3 degrees) in
case of 18 unit cells thickness (approximately 50 A). Only
at larger tilt angles, the bias on the estimated intercolumn
distances by the symmetrical model of 4.5 pm exceeds the
bias obtained by the elliptical model. A drawback of the
elliptical model on the other hand is the increased para-
meter space, which can lead to less precise parameter es-
timates [57, 58]. Therefore, when the goal is to quantify
the atomic column positions from an ADF STEM image
of a slightly tilted sample, we recommend to use the exist-
ing parametric imaging model, rather than increasing the
complexity of the model.

8.8. Scattering cross sections

The total intensity scattered from an atomic column to-
wards the annular detector is quantified by the so-called
scattering cross section, which can be estimated by the
volume under the 2D Gaussian peaks of the parametric
imaging model given by Eq. (2) [8, 24, 29]. This volume
is expressed as follows for each atomic column n:

Vi, = 2 . (10)

As mentioned before, tilting of a sample away from zone
axis orientation reduces the channeling effect, leading to a
decrease in the contrast and in the peak intensity at the
atomic column positions. This effect is indeed observed
when we evaluate the scattering cross sections estimated
according to Eq. (10) as a function of sample tilt, shown in
Fig. 5. Note that, although image contrast can be altered
using defocus, this does not affect the scattering cross sec-
tions, which are robust to defocus and other microscope
aberrations [22].

One might expect that the elliptical model introduced in
this paper yields more reliable estimates for the total scat-
tered intensity from each column, since the model seems
to empirically better describe the shape of the atomic
columns of tilted nanomaterials in ADF STEM images,
as was shown by the residual image intensities in Fig. 2.
We therefore quantify the scattering cross sections from
the elliptical model of Eq. (4) as well. The volumes under
the elliptical Gaussian peaks are quantified in a similar
manner to Eq. (10) as follows:

Vi = 20 papy. (11)

The estimated scattering cross sections from the proposed
elliptical model as a function of sample tilt are shown
in Fig. 5. Note that they are identical to the scatter-
ing cross sections estimated by the existing symmetrical
model. In other words, both peak shapes succeed in ac-
counting for the scattered intensity that originates from
the atomic column, by adjusting height and width(s) ac-
cordingly. We therefore conclude that we do not gain extra
intensity information by adapting the parametric imaging
model using elliptical peaks.

Note that lens aberrations such as coma can also cause
elongation of the atomic columns, which might potentially
be mistaken as sample tilt [42]. It was however shown pre-
viously that the scattering cross section estimated from the
parametric imaging model using 2D symmetrical Gaus-
sian peaks is robust for inaccuracies in both cylindric-
ally symmetrical and non-cylindrically symmetrical aber-
rations [23]. Therefore, we do not expect problems for
the quantification of slightly aberrated ADF STEM im-
ages with the existing symmetrical Gaussian model.

4. Atom-counting in the presence of sample tilt

In this section, we demonstrate that, despite the decrease
in the scattering cross sections discussed in Section 3.3,
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Figure 4: (a) Bias between the actual atomic column position - equal to the position of the top atom - and the atomic column
position estimated using a parametric imaging model with elliptical and symmetrical Gaussian peaks, evaluated as a function of
the amount of sample tilt. The bias was calculated for the atomic columns indicated with red dots in Fig. 1(b). (b) Distance
between two nearest neighbour atomic columns and between two next nearest neighbour atomic columns, indicated respectively

using a yellow and a green arrow in Fig.

1(b), estimated using a parametric imaging model with elliptical and symmetrical

Gaussian peaks, evaluated as a function of the amount of sample tilt for the Pt nanocrystal at 18 unit cells thickness (49.924).
Full lines indicate the reference value, determined from the lattice parameters.

atom-counting in the presence of sample tilt can be achieved
in a reliable manner using a hybrid statistics-simulations
based method for atom-counting, previously introduced in
[33]. This hybrid method immediately incorporates prior
knowledge from carefully performed zone axis image simu-
lations in the statistical parameter estimation framework,
and in this manner enables reliable atom-counting at lower
electron doses and in the presence of small sample tilt.
This is achieved by no longer freely estimating the average
scattering cross section corresponding to an atomic column
with ¢ atoms, but putting them equal to
fg = aMyg, (12)
with M, the simulated scattering cross section corres-
ponding to an atomic column with g atoms and a a linear
scaling parameter. This scaling parameter is estimated
and can therefore account for a small mismatch between
experimental and simulated conditions, such as a slight
difference in detector angles or sample mistilt.
In order to demonstrate reliable atom-counting in the pres-
ence of sample tilt, we simulated ADF STEM images of a
hypothetical Pt nanoparticle for which the atomic struc-
ture is shown in Fig. 6(a). The number of atoms in each
atomic column along the viewing direction used to sim-
ulate the ADF STEM images is visualised in Fig. 6(b).
Images were simulated corresponding to zone axis orient-
ation, shown in Fig. 6(c), and with different amounts of
sample tilt, up to 35 mrad, shown in Fig. 6(d). The para-
meters of the image simulations are summarised in Table
1. The scattering cross sections for each atomic column

of the Pt nanoparticle were estimated using the paramet-
ric imaging model with 2D symmetrical Gaussian peaks.
Furthermore, we created a library of scattering cross sec-
tions with the same microscope settings, corresponding to
a zone axis oriented Pt crystal. Note that the ADF STEM
images are analysed without noise, i.e. at infinite dose. In
this manner, we can evaluate how well the scaling para-
meter a, introduced in Eq. (12), can compensate for the
sample tilt, without mixing the interpretation of the res-
ults with dose effects.

Fig. 7(a) evaluates the estimated scaling parameter as
a function of the sample tilt, as well as the percentage
of correctly counted atomic columns. The hybrid method
achieves more than 95% correctly counted atomic columns,
even in the presence of sample tilt. At all tilt angles,
the small percentage of miscounted atomic columns cor-
responds to differences of plus or minus 1 atom at most,
as shown in Fig. 7(b)-(e). As expected, the scaling para-
meter is estimated close to 1 for the zone axis orientation.
Then, after a plateau at small tilt angles, similar to the
results of [45], the scaling parameter decreases with in-
creasing sample tilt. This demonstrates the applicability
of the hybrid method for atom-counting in case of sample
tilt.

In this manner, we are able to perform reliable atom-
counting in the presence of sample tilt, using the scattering
cross sections estimated by the parametric imaging model
with 2D symmetrical Gaussian peaks. Optimisation of the
imaging parameters such as probe convergence angle and
collection angles of the annular detector can further aid to-



Parameter Section 3 Section 4
Acceleration voltage 300 kV 200 kV
Spherical aberration Cy 1 nm 0 nm
Defocus 14.03A 04

Zero defocus reference plane 10.824 17.834
Specimen thickness 16.644 & 49.92A4 23.584
Simulation box size (zy) 50 x 50A2 50.09 x 50.11 A2
Probe convergence angle o 21 mrad 22.48 mrad
Annular detector inner angle 70 mrad 51.73 mrad
Annular detector outer angle 180 mrad 248.41 mrad
Number of phonon configurations 50 30

Spatial incoherence of source FWHM 14 14

Pixel size of simulated image 0.10A 0.125A
Pixel size to sample atomic potential ~ 0.046A 0.0394
Pixel size to sample reciprocal space  0.02A47! 0.024-1
Maximum reciprocal lattice vector 10.8 A1 12.77 A1
Slice thickness 1.394 1.394
Debye-Waller factor [59] 0.5705A42 0.5705A42
Zone axis [110] [110]

Tilt axis [110] [110]

Rotation center

center of mass center of mass

Table 1: Parameters used for the multislice simulations of the Pt(110) nanocrystal and Pt nanoparticle discussed in Sections 3

and 4.

wards a tilt-robust image quantification by balancing the
contributions of elastic scattering and thermal diffuse scat-
tering (TDS) to the ADF STEM signal [45].

5. Discussion and conclusions

In this paper, we investigated a parametric imaging model
consisting of overlapping 2D elliptical Gaussian peaks. Our
goal was to ascertain whether this model can quantify
the ADF STEM images of slightly tilted nanomaterials
more reliably than the existing parametric imaging model,
which consists of overlapping 2D symmetrical Gaussian
peaks. Intuitively, such an elliptical model might seem
better suited for the description of the elongated atomic
columns observed in tilted ADF STEM images. This can
be clearly understood by visualising the residual intens-
ities, i.e. the difference between the ADF STEM image
intensities and the fitted intensities by the model. The el-
liptical model yields significantly smaller residual intensit-
ies as compared to the existing symmetrical model. Qual-
itatively, it can therefore be considered as a better model.
On the other hand, the elliptical model is more complex,
and therefore fitting the parameters is more time consum-
ing, as compared to the symmetrical model. For the zone
axis orientation image of Fig. 1(b), the elliptical fitting
takes 2 times longer. At higher tilt angles, even more
computation time is needed to fit the extra parameters.
For the simulated image with sample thickness of 6 unit
cells at a tilt angle of 60 mrad, shown in Fig. 1(c), fitting
the elliptical model took 3 times longer than fitting the
symmetrical model. For the sample thickness of 18 unit

cells the time difference was even a factor of 6. Further-
more, an increased parameter space generally leads to less
precise parameter estimates. Therefore, it is important to
quantitatively study what can be gained from using this
elliptical model for quantitative ADF STEM in terms of
physical parameters. To this purpose, we investigated a
simulated Pt(110) nanocrystal at different tilt angles and
different thicknesses. A benefit of the elliptical model is
that it allows us to quantify two properties of the tilted
sample which are not quantified by the existing symmet-
rical model: the elongation of the atomic columns and
the angle of the elongation. The angle quantifies the dir-
ection of sample tilt, while the elongation is strongly re-
lated to the amount of sample tilt. Furthermore, we have
shown that the proposed elliptical model yields equival-
ent atomic column position estimates as compared to the
existing symmetrical model for small amounts of sample
tilt. Although the estimated atomic column positions are
shifted with respect to the positions of the top atom of
each atomic column, the intercolumn distances are quan-
tified accurately. In this manner, both parametric ima-
ging models can still be used to obtain reliable structural
information from ADF STEM images of tilted nanomater-
ials. Finally, we quantified the scattering cross section at
different tilt angles upto 60 mrad, or approximately 3.5
degrees, using both models. The scattering cross sections
decrease with increasing sample tilt in the same manner,
regardless whether they are estimated from the elliptical
or the symmetrical model. This intensity loss is entirely
caused by a loss of the channelling conditions, and cannot
be (partially) retrieved by an elliptical Gaussian peak to
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Figure 5: Scattering cross sections estimated using a para-
metric imaging model with elliptical and symmetrical Gaussian
peaks, evaluated as a function of the amount of sample tilt, at
6 and 18 unit cells thickness (16.64A and 49.92A4). The scatter-
ing cross sections were estimated for the set of atomic columns
indicated by the red dots in Fig. 1(b).

fit rather than a symmetrical Gaussian peak.

This implies that the scattering cross sections from tilted
nanomaterials cannot be used to count the number of
atoms using a simulations-based atom-counting proced-
ure. The statistics-based approach for atom-counting on
the other hand might still reveal a correct clustering of the
scattering cross sections corresponding to atomic columns
having the same thickness, but the unavoidable mismatch
with the independent image simulations impedes truly re-
liable atom-counting in the presence of tilt. Therefore, the
best approach is to use the hybrid statistics-simulations
based atom-counting procedure [33], since this model ex-
plicitly allows for the existence of a mismatch due to sample
tilt in the experimental and simulated scattering cross sec-
tions. Indeed, we show that reliable atom-counting is even
possible in the presence of sample tilt using the hybrid
method, owing to the scaling parameter that compensates
for the lost intensity due to sample tilt.

In conclusion, we do not consider fitting the larger para-
meter space of the model with overlapping 2D elliptical
Gaussian peaks worth the extra effort over fitting the exist-
ing model of overlapping 2D symmetrical Gaussian peaks,
since we do not gain more reliable quantitative estimates
for the atomic column positions and scattering cross sec-
tions. The comparison shown in this paper confirms that
the existing parametric imaging model - which consists of
overlapping 2D symmetrical Gaussian peaks - remains a
very reliable method for the quantitative analysis of ADF
STEM images in the presence of sample tilt. Correct lat-
tice parameters can still be retrieved using the estimated
atomic column positions. The scattering cross sections de-
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Figure 6: (a) Visualisation of the Pt nanoparticle. The tilt
direction used in the simulation study is shown schematically.
(b) Number of atoms in each atomic column along the viewing
direction. (c) Simulated ADF STEM image of the Pt nano-
particle in zone axis orientation. (d) Simulated ADF STEM
image of the Pt nanoparticle with a sample tilt of 35 mrad.

crease with sample tilt, but an increased complexity of the
parametric model does not help to retrieve (part of) this
intensity loss. In short, we advise the use of overlapping
2D Gaussian peaks - previously implemented in the freely
available StatSTEM software [24] - for the quantification
of the ADF STEM image intensities, even in the presence
of a small amount of sample tilt.
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