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Abstract— The problem considered in this paper is dual to
the control problem for over-actuated systems found in the
literature. We show that, due to a certain notion of weak output
redundancy, there always exists an unobservability subspace
containing the input subspace, which ensures that the original
system can be partitioned into two subsystems, one of which is
not affected by actuator faults. We use this fact to estimate the
disturbance and the fault in a cascaded fashion: we first design
a discrete-time filter on a properly designed residual signal, that
can reconstruct the disturbance. The estimated disturbance can
then be used to perform fault detection and estimation in a
cascaded fashion. A numerical example verifies the efficacy of
the proposed strategy.

Index Terms— Discrete-time observers, over-sensed systems,
fault detection.

I. INTRODUCTION

Resilience in the presence of faults and unknown distur-
bances is a crucial requirement in many practical systems,
and this has attracted a significant interest for several decades
[1]-[3]. One viable and effective approach in the design
of resilient and fault tolerant control systems consists in
estimating the fault so that a controller can compensate for it
[4]. In this regard, the problem of jointly estimating unknown
inputs and the system state has received significant attention
in both the continuous-time [S]-[7] and discrete-time settings
[8]-[10].

The problem of fault estimation becomes more complex
when one considers a system to be affected by exogenous
signals and actuator faults simultaneously. This problem of
robust fault estimation has been considered in [11] in con-
tinuous time, and has received additional attention in [12],
where a robust framework is proposed for both continuous-
and discrete-time systems, and in [13], where a discrete-time
difference algebraic observer is proposed.
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Most approaches in the literature on robust fault estimation
are based on attenuation of the effect of disturbances on
the estimation error, attained, for instance, by minimizing
in some sense (e.g., H,). However, this strategy may not
always be efficient, as the attenuated effect of disturbance
still may be significant. Differently from the aforementioned
strategies, the underlying idea in this work is to separate
the fault from the disturbances and split the estimation
problem in two simpler tractable sub-problems, in which
the disturbance and then the fault will be estimated. We
should note that the same principle was investigated in
[14] based on the idea of unknown input and sliding-mode
observers, where feasibility and effectiveness of the design
were restricted to some standard conditions on unknown
input and sliding-mode observers. Here, we adopt a fully
linear approach stemming from the geometric unobservabil-
ity subspace formulation of the fault detection and isolation
problem developed in [15], applied to the algebraic dual of
the framework considered in [16] for over-actuated systems.
The specific class of systems under consideration is that of
output-redundant systems with monic input map and epic
output map. The proposed method hinges on the appropriate
design of an observer gain matrix and state and output
transformations that enables to decompose the estimation
error dynamics in a way that actuator faults and disturbance
are (partially) decoupled. Of the two subsystems resulting
from the decomposition, the first one is used to reconstruct
the disturbance. We design an asymptotically stable filter
whose estimation error depends solely on the difference of
the unknown disturbance over a sampling interval. Given that
the considered system is proper, this is the best that can be
achieved. Once an estimate of the disturbance is obtained,
we leverage the invertibility properties of the second sub-
system, which are granted by construction, and invert the
system dynamics thus obtaining a deadbeat reconstruction
of the fault. Finally, the state estimate is corrected with the
estimates obtained at the previous steps. In summary, the
contributions of this paper are the following:

o We use the output feedback to unlock an unobservability
subspace and decompose the system correspondingly.
Thanks to the properties of output redundancy, such
decomposition is nontrivial, and faults and disturbances
are partially decoupled in the error dynamics.

o A cascaded architecture of error observers is devised
in order to sequentially estimate disturbances and faults.
Contrary to what is done in the robust estimation frame-
work [12], [13], our solution does not seek to attenuate



disturbances, but to compensate for them directly by
estimation.

« We propose an alternative filter design, as opposed to
the more typical predictor form [12], for disturbance
estimation. We achieve a filter similar in spirit to [7],
but owing to a discrete time formulation, we do not
require derivatives of the output.

« We exploit the geometric properties guaranteed by the
decomposition to achieve deadbeat fault reconstruction.

The paper is organized as follows. In Section II, the needed
geometric tools are briefly recalled. In Section III, we define
the problem and state our standing assumptions. The system
decomposition and its properties are presented in Section IV,
whereas Section V separately presents the disturbance and
fault reconstructors. A brief example is given in Section VI,
and Section VII offers as.

II. NOTATION AND PRELIMINARIES

Notation and preliminaries from the geometric theory of
linear systems [17] are provided in this section.

A. Notation

1 stands for the identity matrix with compatible dimension.
0 is an all-zeros matrix with compatible dimension. For a
square matrix M, we denote M > (<) 0, if it is symmetric
positive (negative) definite. M T represents the pseudo inverse
of M. For a signal point z(k) at a discrete time k, 1 denotes
the next sample x(k + 1) and 2~ denotes the previous one
x(k—1). o(M) denotes the spectrum of M, and & denotes
the union with any common elements repeated. A set of
complex numbers is called symmetric if all non-real elements
in the set occur in conjugate pairs. We use script letters 2,
U,V ,...todenote linear vector spaces, and the zero space
is written as 0.

B. Preliminaries

Let C: 2 — % be amap. If ¥ C %, C~1.% denotes
the inverse map of . under C' [17, Section 0.4]. Let C :
X — %, and let ¥ C 2 be a subspace with insertion map
Vv - 2,ie,? =ImV and V is monic. The domain
restriction of C to ¥ is denoted by C|¥ = CV. Moreover,
suppose ImC' C W C %. The codomain restriction of C
from %, denoted as #'|C' satisfies W(#'|C) = C, where
W W — % is the insertion map of # [17, Section 0.4].

A subspace ¥ C 2 is said to be invariant with respect
toamap A : X — Z if AY C . For an invariant
subspace ¥, we denote by A|Y : ¥ — ¥ the restriction
of A to ¥, i.e., the unique map satisfying AV = V(A|¥),
where V : ¥ — 2 is the insertion map of #". Furthermore,
we denote by A|2 /¥ or simply by A: 2 )V — XV
the map induced on £ /¥ by A, that is, the unique map
satisfying AP = PA, where P : 2 — 2°/V is the
canonical projection on 2"/, the factor space modulo
¥ [17, Sections 0.5, 0.7]. For a map A : & — % and
subspaces B C Z', & C %, we define the smallest A-
invariant subspace that contains % as (A | %) and the largest

A-invariant subspace that is contained in % as (¢ | A) [15,
Section 2.1].

Let A: & - Z and C : & — %. We say a subspace
¥ C X2 is (A, B)-invariant if there exists a map F' : 2" —
% such that (A + BF)¥ C . If this is the case, we say
that the state-feedback map F' is a friend of ¥, and denote
the class of all friends of ¥ by F(¥'). We say a subspace
W C X2 is (C, A)-invariant if there exists a map G : ¥ —
2 such that (A+ GC)# C #. If this is the case, we also
say that the output injection map G is a friend of #, and
denote the class of all friends of #" by G(%#'). Moreover, let
B, H C 2. We write ¥ () to denote the class of (A, B)-
invariant subspaces contained in ¢, and by # () the class
of (C, A)-invariant subspaces containing 8. The supremal
and infimal elements of 7 (#") and %/ (%) are denoted by
V*(A, B; ) and #*(C, A; B), respectively, or simply by
¥* and #* [17, Section 4.2], [15, Section 2.2].

We say a subspace #Z C 2 is a controllability subspace
if # = (A+ BF|Im BN) for some state feedback map
F: % — % and input selection map N : % — % . We
say a subspace . C 2" is an unobservability subspace if
. = (Ker HC'| A+ LC) for some output injection map
L:% — % and measurement mixing map H : % — %,
For B, C 2, we write Z(#) to denote the class of
controllability subspaces contained in ¢, and by # (%)
the class of unobservability subspaces containing 9. The
supremal and infimal elements of %Z(.%) and .7 (%) are
denoted by Z*(A, B; %) and ./*(C, A; #), respectively,
or simply by #Z* and .*, respectively [17, Section 5.1],
[15, Section 2.3], [18].

III. PROBLEM FORMULATION

Consider a discrete-time linear system of the form:

xt =Ax+ Bu+ f)+Dd, y=Cx ()

where x € 2 2R, u € Z ZR™ and, y € ¥ = RP are
the system states, input, and output, respectively. Moreover,
f € % denotes the fault that occurs at the actuators,
d € 2 = RY represents unknown exogenous disturbances,
and A € R"™™, B € R"™™, C € RP*" and D €
R™*49 are matrices of compatible dimensions representing
the corresponding maps.

Assumption 1: System (1) is observable. N
The following assumptions strictly characterize the class of
systems under consideration:

Assumption 2: System (1) is weakly output redundant,
that is, p = rank C > rank B = m. N

Assumption 3: (C, A, B) is left-invertible [19]. <
Finally, the next assumption is made for reasons that will
become clear in the sequel:

Assumption 4: The dimension of the disturbance space &
does not exceed p — m. N

Our objective is to design an observer that is capable
of jointly estimating the state x, the disturbance d, and
the actuator fault f. The correct reconstruction of the fault
implies, in fact, that the fault is also detected and isolated. In



the next section, we obtain an observer with these properties
by decomposing the state space in the direct sum of two
subspaces, one of which is not affected by u and f. As the
input only affects the dynamics restricted to one subspace,
we can use the dynamics projected on the complementary
subspace to construct an estimator for d, which can then
be used in a cascaded fashion for the purpose of fault
reconstruction.

IV. OBSERVER DESIGN AND SYSTEM DECOMPOSITION

We consider the typical Luenberger observer for (1) as
T = (A+ GC)% — Gy + Bu, )

where Z denotes the estimated state vector and G € R™*? is
the observer gain. We define the estimation and output errors
as T := x—2 and y := y— CZ, respectively. Accordingly, by
considering (1) and (2), the difference equation describing &
is as follows:

it =(A+GC)i+Bf+Dd, j=C4z. 3)

The point of departure is the selection of the output injection
map G that enforces a decomposition of the dynamics (3)
which is conducive (under additional assumptions) to the
estimation of the disturbance d separately from the recon-
struction of the fault f.

Proposition 1: Let # := Im B and % := KerC, and
denote by .* the infimal unobservability subspace contain-
ing #. Let & = C.* and define Ag¢ = A + GC for
G € G(v%). System ¥ := {C, Ag, B} is decomposed
according to the commutative diagram in Fig. 1, where:

o System X := {Z|(C|.¥*), Ag|-*,*|B} has input

space 7, state space .’ and output space Z;
e System X5 := {C, Ag} is autonomous, and has state
space 2" /.* and output space ¥ /% .

In the diagram, S : &* — 2 denotes the insertion map
of #*in 2, Q:% — % denotes the natural projection
on Z, P: % — Z /" denotes the canonical projection
modulo #*, and Py : % — %' /% denotes the canonical
projection modulo Z. O

Proof: The proof follows directly from the fact that,
by definition, 8 C ., hence the co-domain restriction
*|B is well-defined. Furthermore, it can be easily verified
that Ker C = Ker PyC = .#* + ¢, and hence the map
C: 2| - %% is well-defined. [ |

The following result yields fundamental properties of the
two subsystems defined in Proposition 1:

Proposition 2: Let Assumptions 1-3 hold. Then, system
3 is square and invertible.

Remark 1: Recall that the class .7 (%) contains at least
the trivial element . = Z". The statement of Proposition 2
implies that dim & = dimC.¥* = m < p, hence .*
is different from the whole space 2. Since .* D £, it
follows that m < dim .’* < n. Furthermore, as the map Cis
epic and dim %' /% = p — m, it follows that dim 2" /./* >
p — m. Consequently, m < dim .* <n —p+m.
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Fig. 1. Decomposition of (C, Ag, B) induced by G € G(.*).

Proof: Let T = [Ty To] € R™™ be a state-space
transformation representing a change of basis adapted to the
decomposition 2" = 7 @ *, where T = 2 /.* is a
generic complementary subspace to .¥’*. Furthermore, let
I' = [I'; Ty] € RP*P be an output-space transformation
adapted to the decomposition % = ¥ @ &, where ¥ =
% | % is a generic complementary subspace to Z. Note that,
necessarily

1 H.C
o= []

is such that Ker H1C' = .* + . In the given set of
coordinates, system X takes the form

Ag =T AT = {A“ 0 } B:=T"'B= {0}

Ao Ao B
A el . H.CT . C11 0
e e B @

where {Cag, Aga, Bo} is the representation of X; in the given
basis, and {C11,A11} is a representation of ¥o. Let p :=
dim Z. The fact that p = m is proved as follows: Recall
that Assumption 3 is equivalent to 7*N% = 0, where 7™ is
the largest (A, B)-invariant subspace contained in .Z". Since
the class of (A, B)-invariant subspaces contained in .%" are
invariant under output injection, system X is left-invertible
as well. As ¥ is a realization of the input-output map of %,
it follows that 3J; is left-invertible as well, therefore p > m.
Assume p > m. Then, the triplet {Caa, A2o, Ba} is not right-
invertible, hence for this system the infimal unobservability
subspace 75 = *(Cag, Age;Im By) does not satisfy
S5 +Ker Cos = .*. Since Im By = Im B, this contradicts
minimality of .#* for (C, A, B). Since ¥ has been shown to
be square and left-invertible, it is necessarily right-invertible
as well. ]

Finally, spectral assignability of the decomposition in
Figure 1 is established as follows:

Proposition 3: Let Assumption 1 hold. Then, the spectra
of Ag|-#* and Ag are assignable by G € G(.7*). O

Proof: The proof relies the following lemmas, which

are the dual of [17, Prop. 4.1] and [17, Thm. 4.1, Cor. 5.2],
respectively.

Lemma 1: [15, Proposition 13] Let (C, A) be observable,

# be a (C, A)-invariant subspace with dim(%#') = k and

Py : & — Z/# the canonical projection. If Gy € G(¥#)
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Fig. 2. Decomposition of (C, Ag, D) induced by G € G(.*).

and A is an arbitrary symmetric set of & complex numbers,
there exists G :€ G(%#') such that

PwG = PyGy, O’(AG):O'(AGL%/W)&JA O

Lemma 2: [15, Proposition 20] Let # € # (%) and let
7* be the infimal element of .#(%). If G € G(¥#) then
O'(Ag|<%/7/) =og W O'*7

where o 1= 0 (Ag| 2 /*) is freely assignable by choice
of G € G(¥), and o* := o (Ag|-S*/#) is fixed for all

GeG). O
The proof of Proposition 3 then follows directly by taking
W =.* in Lemma 2. ]

Next, we use the representation (4), where, for the sake of
simplicity, we select . = 2. This yields the expression of
error system (3) in the new coordinates §~ =T"'% and v =
I'~1j as the interconnection of the fault-decoupled system
(left-invertible with respect to the disturbance input d)

& = Ané& +Did, v =Cné, )

and the perturbed system (invertible with respect to f)
é; = A & + Agoby + Bof + Dad,yo = Caos. (6)

Needless to say, G € G(.*) has been selected by virtue of
Proposition 3 so that A1y and Ags are Schur stable matrices.

Finally, we turn our attention to the disturbance system
{C, A¢, D}, whose decomposition is shown in the diagram
in Fig. 2. For the subsystem %, := {C, Ag, D}, with input
space 2, state space 2 /.7* and output space ¥ /%, we
make the following assumption:

Assumption 5: System X, is left-invertible and has uni-
tary vector relative degree. In particular, this implies that in
the chosen basis adapted to .* and & rank C11 D1 = p—m,
that is, C71 D1 is full column rank. N

It is worth noting that Assumption 5 implies that ¢ <
p — m, hence the necessity of Assumption 4.

V. DISTURBANCE AND FAULT RECONSTRUCTION

In this section, we leverage the decomposition presented in
the previous section and propose an estimation algorithm to
reconstruct the disturbance and the fault in a cascaded fash-
ion. In particular, error subsystem (5) is used for disturbance
estimation, which is then used in (6) for fault reconstruction.

A. Disturbance Estimation

Regarding disturbance estimation, we consider a distur-
bance observer for (5) as follows:

éfh = A11§~1 + chi, (7)

where d is the disturbance estimate. Notice that system (7)
is intended to be an error observer and Aj; is already a
closed-loop state transition matrix with arbitrarily assigned
spectrum. A common approach in the literature of fault
estimation, based on the idea of adaptation, is to reconstruct
d by integrating the output error with a suitably chosen gain
[71, [12]. In the same spirit, we propose the following filter:

d=d= + Ki(CiiD1)i (v — Ciidy), (8)

where K; € R9*(P=¢¢) s an observer gain designed later
(pe := dim(C7*)). Let 86 =& & By inspection of (8)
in forward form and by considering (5) and (7), one observes
that

dt =d+ K1(011D1)TC11(A11£1 + Did — A& — D1d>

= K1 M1A116& + (I — Ky)d + Kid, )
where M := (C11D;)Cyy. Thanks to Assumption 5, M,
is full row rank. By introducing the variable dd := d —d and

rewriting d* = d + Ad in terms of its increments Ad, one
gets

sdt =d+ Ad—dt. (10)

By virtue of (5), (7), (9), and (10), 55{" and 6dt can be
stated into the following forms:

66 = A6, + Dydd

- (11)
sdt = —K1M1A115€1 + (I — K1)5d+ Ad,
whose state transition matrix is denoted by
_ A D,
E= —K\MiAn I —Kq® (12)

In particular, notice that system (11) is driven by the dis-
turbance “innovation” term Ad. Before showing a design
procedure for K, we recall the following lemma.

Lemma 3: The eigenvalues of a given matrix X € R™*"
lie in a disc D(c, p) of center c+50 and radius p if and only if
there exists a symmetric positive definite matrix P € R™*"™
such that

—P P(X —c)

N _ 2P =< 0. (13)

]

Proof: Inequality (13) can be obtained by applying

the Schur complement to the formulation found in [20,
Theorem 1]. ]

We can straightforwardly apply this result to obtain the
following design procedure.



Proposition 4: Given p € (0,1), if there exist P, > 0 €
RM>*m Py = 0 € R?7%, and Y € R?*? such that the
following LMI is feasible:

—-P; 0 P Ay Py Dy
0 —P -Y M A P,-Y
p) 21 11 P2 20, (14
N —p=P 0
0 —p* P

then the matrix F' defined in (12) is Schur-stable where the
gain K is given by K; = Py 'Y. O

Proof: Let P := diag(P, P,), clearly we have P > 0.
The off-diagonal blocks of (14) are obtained by multiplying
P and F, and by applying the linearizing change of variable
Y = P,K;. Hence, condition (14) is obtained by direct
computation and by applying Lemma 3 to matrix F' for a
given disc D(0, p). ]

B. Fault Estimation

In this section, we use the estimate d in subsystem (6)
obtained in the previous part in order to reconstruct the
actuator fault f. Recall that system (6) is invertible with
respect to the input/output pair (f,~2). This property lets
us tackle the input reconstruction by means of inversion of
the discrete-time dynamics [10], [21]. As this amounts to
solving a least squares problem on a finite time window, the
reconstruction is deadbeat [10].

Let r be a non-negative integer representing the number

of past samples of the signals &1 dA,A f, and 72. Accordingly,
at time k, we define the vectors 51 S R(”_“")(T“), d S
R2+D - f e R+ and ~, € R?("+1) each of which
contains 7+ 1 samples of the respective signal. For instance,

) ) ) ) T
d(k) = [d(k )T dk—r+1)7 AT
We also define the matrices
[ Coo
Ca Ao
(I>o = .
[ Caa Ay
i 0 . .. 0
Cy9By 0 -+ 0
b = . ) .
_CQQAgngQ 022A£2_2B2 .- 0
i 0 0 ... 0
CQQAQl 0 - 0
D¢ = . . .
_0221422_11421 0221422_21421 - 0
0 .. .0
Ca9Dy 0 -+ 0
Oy = . . )
022A£2_1D2 CQQAEQ_QDQ .- 0

Now, by replacing the unknown quantities &1 and d with their
respective estimates, it follows that the dynamics of (6) can
be expressed in matrix form as

Y2(k) = Pox(k) + @1 | = )

~ T

where x(k) = [&(k—r)T  f(k)T] . @2 = [®, @f],
and ®; = [®; ®y|. Then, the fault estimation problem
can then be obtained by computing the following equation:

& (k)
d(k)

x(k) = @} [ 1a(k) — @, : (15)

and an estimate f(k) of f(k—r) can be obtained by selecting
the appropriate components of .

Finally, the corrected estimate 2 of x can be computed by
correcting  in (2) with the new estimated inputs as follows:

it = 2% + Bf + Dd.
In the next section, we provide a numerical example to
show the effectiveness of the proposed methodology.
VI. NUMERICAL SIMULATIONS

Consider a discrete-time linear system of the form (1) with
the following parameters

~1300 1 17 5 16
2 6 3 -1 -8 ;
A=1] 0 1 -8 -7 3 ,B:M,
2 13 -2 -15 5
6 6 1 2 -1
1 0 0 0 0 1 8
0100 0
C*00110’D*é(1)
000 0 1 01

The system is sampled using the forward Euler method, with
a sampling time Ty = 10~3s. The unknown disturbance is
given by the vector of sinusoidal signals:

~ [0.3+ 0.6sin(1.5k + 0.357)

d(k) = 0.4 + 0.5sin(0.8k + 0.637) |’

(16)
and the actuator fault is given by f(k) = [2 1] T h(kT,—5)
where h denotes the (scalar) Heaviside step function. By
considering p = 0.2, we solve the LMI (14) by using the
CVX toolbox [22] and obtain the matrix gain K. Moreover,
for the methodology described in Section V-B, we choose
r = 1 (equivalent to the relative degree of subsystem (6)).
The simulation runs for 20s, and each component of the
initial states is uniformly randomly initialized in the [0, 1]
interval. Without loss of generality, given that the control
inputs are known, the system is regulated via a stabilizing

state feedback with preassigned poles. All observers and
filters are initialized at 0.
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In Fig. 3, the fault and its estimates along with the 2-norm
of the fault estimation error are shown. Notice that the trend
of the 2-norm of the fault estimation error follows that of dd,
as expect, since (15) is an exact solution to the reconstruction
problem, and the only error sources come from the upstream
filter (11). Furthermore, the peak amplitude in the bottom
plot, omitted for scaling reasons, is 2.24 = /5, which
corresponds in fact to the amplitude of the fault step from
k=5/Tsto k =5/Ts+1. This is consistent with our choice
of estimation delay = 1, which cannot be smaller than the
relative degree of the system. Finally, Fig. 4 shows the norm
of the estimation error for the components of x°.

VII. CONCLUSIONS AND FUTURE WORK

We have presented a method for joint state, unknown
input, and actuator fault estimation for over-sensed systems,
based on the geometric framework developed in [15]. In this
regard, we designed a cascaded architecture consisting of
a novel disturbance estimator filter—for which we provide

a possible design method—and a deadbeat fault reconstruc-
tor leveraging the invertibility properties stemming from a
suitable decomposition. The proposed architecture can be
effortlessly extended to a system with random disturbances
by integrating techniques presented in [9]. Current research
is aimed at investigating the optimality and the robustness
properties of the proposed filter.
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