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ABSTRACT

Precise 3D reconstruction of environments and real objects for
Mixed-Reality applications can be burdensome. Photogrammetry
can help to create accurate representations of actual objects in the
virtual world using a high number of photos of a subject or an
environment. Photogrammabot is an affordable mobile robot that
facilitates photogrammetry and 3D reconstruction by autonomously
and systematically capturing images. It explores an unknown indoor
environment and uses map-based localization and navigation to main-
tain camera direction at different shooting points. Photogrammabot
employs a Raspberry Pi 4B and Robot Operating System (ROS)
to control the exploration and capturing processes. The photos are
taken using a point-and-shoot camera mounted on a 2-DOF micro
turret to enable photography from different angles and compensate
for possible robot orientation errors to ensure parallel photos. Pho-
togrammabot has been designed as a general solution to facilitate
precise 3D reconstruction of unknown environments. In addition
we developed tools to integrate it with and extend the Immersive
Deck™ MR system [23], where it aids the setup of the system in
new locations.

Keywords: Photogrammetry, 3D reconstruction, automation, au-
tonomous mobile robot, ROS, mixed-reality, fiducial marker track-
ing.
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1 INTRODUCTION

The term Mixed Reality (MR) describes ”a particular subclass of
VR related technologies that involve the merging of real and vir-
tual worlds” [21] including consistent visual presentation to a user
through an appropriate display device. At the same time, there can
be interactions between the virtually presented objects, the actual
objects, and the user. One of the main technical challenges in Mixed
Reality (MR) is for a system to know the geometry of the physical
world relative to the position of the display system [8]. In addi-
tion to that, creating high-quality content for MR, which visually
blends well with the actual environment, is burdensome and requires
considerable effort. Photogrammetry [20] can aid these goals by
precisely reconstructing textured 3D models of environments and

*e-mail: soroosh.mortezapoor@tuwien.ac.at
†e-mail: christian.schoenauer@tuwien.ac.at
‡e-mail: julien@illusion-walk.com
§e-mail: hannes.kaufmann@tuwien.ac.at

Figure 1: Photogrammabot in action capturing photos of an indoor
environment for 3D reconstruction using photogrammetry.

objects [27]. The proposed robotic system, Photogrammabot, which
is explained thoroughly later here and is shown in Fig. 1 can fa-
cilitate photogrammetry. Moreover, photogrammetry can help the
calibration of tracking systems by mapping positions of fiducial
markers as used in the Immersive Deck™ [23], shown in Fig. 2, and
briefly explained later in the following sections, natural features,
sensor systems or determine boundaries of the physical space.

However, photogrammetry is time-consuming and requires hun-
dreds or even thousands of photos and expertise regarding images’
perspectives and alignment relative to the targeted physical environ-
ment. The number of correct photos correlates with the quality of the
result [6], thus directly impacting the precision of the reconstructed
environment. Above mentioned points imply that the photography
stage of photogrammetry is of high importance to obtain high-quality
3D reconstructed models, while in nature, this step consists of repe-
titious tasks, relocating and shooting photo. Robots are proven to be
significantly helpful for such repetitious jobs, and they are employed
for similar tasks such as monitoring and surveillance successfully.

Autonomous mobile robots nowadays are utilized in a wide va-
riety of tasks in both indoor and outdoor environments. They can
operate in conditions that are not suitable for humans and can per-
form repeating tasks accurately. Moreover, toy robots are becoming
affordable, consequently more popular than ever to use in research
or industrial projects such as monitoring, mapping, camerawork,
etc. Many robots belonging to diverse categories of robots, whether
commercially used or built and utilized in research, nowadays enjoy
the benefits of Robot Operating System (ROS) [26]. ROS empowers
robotic researchers and developers by offering a powerful set of



Figure 2: Immersive Deck™ [23]. (a) An immersed user localized
using the upward-directed camera having a fisheye lens mounted on
the HMD. The location of the user is determined using the current
view of the camera of the fiducial markers on the ceiling compared
to the marker map obtained from the 3D reconstructed model. (b)
Multiple immersed users in group walkable-VR while being localized
using Immersive Deck™ system.

ready-to-use libraries and tools to control diverse types of robots
while being able to run on an IoT computer such as Raspberry Pi
(RPi) [25].

In this work, we propose a ROS-based robotic setup called Pho-
togrammabot to facilitate precise 3D reconstruction of an unknown
indoor environment. Photogrammabot, which is presented in Fig. 1,
can take a very high number of aligned photos without any hu-
man effort over hours of operation. In the following sections, the
hardware and software specifications of the system are described.
Subsequently, we demonstrate the results obtained from the evalua-
tion of the system, discuss the significance of the results compared
to manually taken photos by a human, and explain future work.

2 RELATED WORK

Mobile Robots are gaining popularity in diverse domains to perform
various tasks. Different solutions for the 3D reconstruction of real-
world objects and environments using robots are proposed depending
on the application. The majority of the robotic systems employed
for such tasks are manually controlled, commanded and guided by
humans. Toschi et al. in [32] propose such a remotely-controlled
so-called sensorized car for remote mapping of an environment.

Autonomous Mobile Robots, AMRs, in contrast, are those which
are capable of navigating and exploring an environment, and in

this domain, acquiring required data for 3D reconstruction without
any human intervention. Despite being on their own coordinating
their tasks, such systems can still enjoy the benefits of some prior
information about the environment, such as a pre-determined flight
path for a UAV in a monitoring or inspection task. In the case of
photography or scanning for 3D reconstruction, scan planning and
execution need to be considered and tackled during the navigation
phase by the help of prior knowledge to pick the photography poses.
On the other hand, the challenge of finding the best viewpoint for
different purposes, including 3D reconstruction, has been widely
studied. As an alternative to predefined photography poses, the best
viewpoints can be calculated using the solutions of the Next Best
View (NBV) problem systematically [3, 9, 18, 19, 22] at the cost of
more essential computations, more sensors, and as a result higher
power consumption.

The majority of the automated 3D reconstruction systems that uti-
lize robots gather information in the form of colored point cloud data
using 3D laser scanners or RGBD cameras such as those presented
in [4, 5, 7, 13, 31]. Adan et al. in [2] propose an integrated system
that provides detailed as-is semantic 3D models of buildings using
a five level semantic model, whose first level is created using an
autonomous robotic scanning platform that collects data regarding
the scene and generates a point cloud that is later structured in a
semantic point cloud model containing indoor, clutter and outlier
point clouds. One of the most visible problems with reconstructing
an environment using point clouds is that the final textures need
to be created out of the point cloud data, which results in disparity
between the actual environment and the 3D reconstructed version,
such that the reconstructed model looks rather like a collection of
artificial game objects, as it can be seen in the results of [2].

Potthast and Sukhatme in [24] propose a 3D reconstruction sys-
tem using a PR2 robot with a range of high-end sensors such as tilt
laser scanner, stereo cameras, RGBD sensors, inertial sensors, etc.
It follows the same principle of gathering information in the form
of 3D point cloud data. Compared to PR2, our proposed robotic
system is more affordable thanks to its simplicity and fewer sensors
employed. It is also significantly smaller and lighter compared to
PR2, which makes it easier to carry to the new scanning sites as
needed by the system explained in [23].

Additionally, many people proposed robot-aided data acquisition
for 3D reconstruction using Unmanned Aerial Vehicles, UAVs. Such
solutions can be found in [1, 11, 16, 17]. To construct a 3D model of
an environment, many appropriate images that cover the environment
entirely must be acquired. The most important limiting factor when
it comes to using UAVs for 3D reconstruction data acquisition is
the maximum possible operation time. Due to load constraints,
UAVs cannot carry heavy batteries, and therefore their flying time
is very limited compared to the total operation time of a ground
robot. Another crucial factor for the best possible results of 3D
reconstruction using photogrammetry is the quality of the obtained
photos. The proposed ground robot in this work can handle different
cameras including cameras with Full-frame or even Medium format
sensors, which can increase the quality of the photos considerably,
especially in indoor environments where there might be not enough
light for normal camera sensors to take sharp noiseless pictures.
Needless to say that such cameras with large sensors need heavy
and relatively large objectives, and are usually too heavy and power-
consuming to be carried and operated on a drone. It should be
added that a drone that can carry a camera needs powerful motors,
which can cause heavy wind in indoor environments, which can
consequently cause issues.

3 SYSTEM DESIGN AND IMPLEMENTATION

Photogrammabot has been designed as a general solution to facilitate
precise 3D reconstruction of unknown environments. In addition
we developed tools to integrate it with and extend the Immersive



Deck™ MR solution [23], where it also aids setup of the system
in new locations. Photogrammabot comprises several robotic com-
ponents to achieve the highest possible autonomy, system stability,
and reliability while keeping the final product affordable. In this
section, the hardware and software specifications of the system are
explained.

3.1 Hardware
Photogrammabot employs an RPi 4B as the processing unit. In the
following, the essential hardware components of Photogrammabot
are listed. Fig. 3 illustrates the internal arrangement of the elements.
Although the components utilized in this setup and listed below are
well-known among robotic researchers and developers and widely
used in similar robotic configurations, they can be replaced with
similar ROS-compatible components if necessary.

• Kobuki base [34] with 4400mAh battery, used as both the
mobile base and the power source for the other components.
Kobuki provides a USB interface for two-way communica-
tion to the onboard computer such that the computer can read
specific types of data such as battery and bumper status, cur-
rent velocity, and odometry data and control the velocity and
acceleration of the motors, consequently the robot. Kobuki
drivers and libraries for ROS expose these data to ROS and
its working nodes and offer standard interfaces to control the
movement of the motors, which could be imported and used
by other high-level ROS nodes and algorithms to control the
locomotion.

• RPi 4B 8GB RAM [10] and touchscreen display kit used as
the sole onboard computer. RPi controls the whole opera-
tion by reading sensor data and producing proper actuation
commands.

• PhantomX micro turret with ArbotiX-M Robot controller
[28] to enable reorienting the camera in-place and photography
from different angles without having to relocate the entire
robot using its mobile base.

• Sony DSC-RX100M4 Camera for photography of the envi-
ronment.

• Sony Camera Multiport adapter with charging capability,
used to control the focus and shutter release functionalities
of the Sony camera from the onboard computer and provide
power to the camera externally.

• Rplidar A3M1 25m range laser range scanner (LiDAR)
which is an affordable 360-degree LiDAR utilized for mapping,
localization, navigation, and collision avoidance purposes. [30]

3.2 Software
We utilized ROS Melodic to accelerate the development process
due to its richness of the libraries and the possibility of operating
on IoT computers such as RPi. Like all other ROS distributions,
ROS Melodic depends on a specific version of Ubuntu, here version
18.04. However, only Ubuntu 18.04 Core is available for RPi, which
comes with no UI. Alternatively, Ubuntu-mate provides an almost
similar environment to Ubuntu but can be installed and run on an
RPi. Therefore, Ubuntu-mate 18.04 is installed as the operating
system. An installation of ROS Melodic makes it possible to benefit
from a wide variety of ROS-powered algorithms and plugins, called
ROS packages, such as ready-to-use localization and navigation
solutions, ROS controllers, and hardware abstraction tools. ROS
makes it possible to make use of its libraries, and further expand the
functionalities using Python or C++ code. The complete source code

Figure 3: Hardware component diagram of Photogrammabot.

of Photogrammabot, as well as the hardware and setup instructions
are publicly accessible on Github1.

3.2.1 Hardware abstraction and control
General Purpose Input/ Output (GPIO) of the onboard RPi triggers
the focus function and shutter release, respectively. A wide range
of digital cameras enhanced with an interface for wired external
shutter release controllers offer standard 3-pin interfaces consisting
of ground, focus, and shutter release. Nevertheless, the camera used
in this project needs a Sony Multiport adapter that we built based on
the pin-out information provided by Sony. The adapter can provide
external power drawn from the added power bank and control the
photo shooting function simultaneously.

3.2.2 Localization and Mapping
As mentioned in the previous sections, the robot can explore an un-
known indoor environment using a greedy frontier-based exploration
method [15] and navigate through it to maintain flexibility. Never-
theless, a map is necessary to plan for the photography points in the
environment. Furthermore, the robot must localize itself and know
its precise position to follow the produced plan. For this purpose,
the famous gmapping ROS package [14] [29] is used. gmapping
is capable of producing a 2D map based on the LiDAR data and
localizing the robot simultaneously.

3.2.3 Navigation and Exploration
We used move base ROS package for navigation purposes. The
Eband local planner that can be plugged into the move base package
helps the robot avoid collisions to both static and dynamic obstacles
and turned out to be a fit for this purpose due to its simplicity and
lightness from the processing power consumption aspect.

explore lite, a greedy frontier-based exploration ROS package,
is used to explore the unknown indoor environment. explore lite
enables Photogrammabot to explore the environment autonomously.
It continuously explores the environment until no more frontiers
with potential for further exploration exist on the map.

3.2.4 Camera angle control
To control the camera’s pan and tilt angles, we enhanced the robot
with a PhantomX micro turret having an ArbotiX-M Robotcontroller.
The ROS-enabled ArbotiX-M Robotcontroller can change the pan

1https://github.com/smortezapoor/photogrammabot_pub
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and tilt angles of the micro turret, both ranging from −150◦ to
+150◦.

3.2.5 Orchestration

A ROS package is developed to orchestrate the operations and au-
tomate the entire process. The subtasks are orchestrated in the
following order:

1. Explore and create a 2D map

2. Create a plan for shooting points.

3. Go to the first shooting point in the path

4. Follow the path. For each shooting point2:

(a) Stop at the point

(b) For each predefined configurable shooting pan and tilt:

i. Take a photo

In Fig. 4 a simulated Photogrammabot in the middle of the pho-
tography operation is presented. Fig. 4.b shows a simulated room in
Gazebo [12] created from reality with some additional obstacles ran-
domly distributed in the scene. As the Photogrammabot’s structure
is defined using a description file which is recognizable by Gazebo
as well, Gazebo can accurately simulate the behavior of the sensors,
such as the utilized LiDAR and the actuators of the robot. Fig. 4.b
depicts the processed and visualized data of the simulated robot’s
sensors in Rviz. As shown in this figure, a map is generated after
exploring the environment. The planned photography points are
illustrated on the map using black numbered circles with an arrow
that specifies the robot’s expected orientation at the point. The pho-
tography points with green arrows pointing outward from them are
already traversed by the robot and each green arrow indicates the di-
rection of a successfully captured photograph at the point. A yellow
circle represents the robot almost in the middle of the environment
while following its next goal.

The plan created in step (2) of the above-mentioned orchestration
algorithm determines the photography points in the already explored
environment based on the generated map, meaning the positions at
which the robot should capture photos. A square wave-shaped path
is generated using the map data to optimize the travel length of the
robot to cover the whole area and consequently reduce the power
consumption. The distance of each photography point to its preced-
ing one is 1m unless the map shows that the desired photography
point is occupied i.e. there is a column in that location in the room.

The configuration of the path planning algorithms of Pho-
togrammabot guarantees the orientation of the robot at each photog-
raphy point to be within −10◦ to +10◦ tolerance range compared
to the heading of the robot when the operation was first started.
Although the orientation of the robot can vary up to 20◦ at each
photography point compared to its previous one, thanks to the lo-
calization mechanism, the robot knows its precise pose. It uses this
discrepancy in the orientation of the robot’s heading as a compen-
sation value for the micro turret pan angle to ensure parallel sets of
photos, which is required for photogrammetry.

In the subtask 4.b of the orchestration algorithm, a configuration
file allows specifying the number of photos at each photography
point and their horizontal and vertical angles, respectively.

2As the robot is capable of handling dynamic obstacles, reaching to each
photography point has a 60 seconds timeout and if the robot cannot reach
the destination point before this timeout is expired i.e. due to a dynamic
obstacle moving to the destination point after planning, the photography
point is abandoned and the next point along the path is followed.

Figure 4: A simulated model of Photogrammabot in the middle of
the photography operation. (a) The visualized data of the Pho-
togrammabot in ROS visualization tool, Rviz as a 2D map. The yellow
circle in the middle represents the robot. (b) The simulated robot and
the indoor environment with some static obstacles in the environment
in Gazebo.

3.2.6 Photogrammetry and 3D reconstruction
For processing the photos and 3D reconstruction of the environment,
RealityCapture [6] is employed. RealityCapture is a well-known
software for photogrammetry, capable of generating 3D models
from many images. The generated 3D models can then be used
in Virtual Reality and Mixed-Reality applications. One crucial
precondition for a successful reconstruction is that the photos have
sufficient overlap to be registered by matching features between
images. At the same time, the images have to be taken from close
enough proximity for details to be reconstructed with sufficient
detail. A human photographer needs experience and tools to select
suitable positions and perspectives for capturing images. For our
automated approach, preferable spacing and angles between photos
can be easily determined mathematically from a targeted overlap
percentage and configured in the system as stated before. The robot
will then follow that configuration with high accuracy, taking shake-
free pictures with good repeatability.

3.2.7 Immersive Deck™ MR system
Immersive Deck™ is an immersive MR system first introduced by
Podkosova et al. in [23]. It allows several users to simultaneously
explore large Virtual Environments (VE) by natural walking and
interact with each other and real or virtual objects in an intuitive
way, as demonstrated in Fig. 2 (b). Immersive Deck™ is largely
built from low cost off-the-shelf hardware, while the workflow and
algorithms for large-scale marker-based tracking makes it easy to
set up. Photogrammabot and our customized workflow facilitate
the setup process by autonomously mapping the real environment
and fiducial marker positions. For that purpose we implemented a
tool that automatically detects the 2D marker positions in the Pho-
togrammabot photos and stores them along with their ids in a .csv
file for further processing. In Reality Capture the user loads the data
and starts the reconstruction. Reality Capture along with the 3D
reconstructed textured mesh automatically computes the 3D posi-
tions of the markers, which the user in turn can export and feed into
our post-processing tool, which generates a marker map readable
by the Immersive Deck™ marker tracking component. Utilizing
this marker map the Immersive Deck™ coordinate system can be
precisely registered with the real world, while the reconstructed
3D models of the environment can be imported to be used in MR
experiences.

4 EXPERIMENTAL RESULTS

We evaluated the robot and the reconstruction pipeline in a room
of over 200 square meters, where the robot captured 1386 pho-



tos within four hours. The test environment contained 400 square
fiducial markers with 21.6cm side length evenly distributed on the
ceiling and upper parts of the walls. The marker coordinates were
precisely located by manually post-processing laser scanner data
with a target accuracy of 2−5mm for the Triple-Track™ tracking
system [33], extending upon the marker-based method described
in [23]. The compared corner positions show only a tiny deviation
after aligning the 3D reconstructed model with the laser-scanned 3D
marker positions by transformation into a coordinate system defined
by three markers. Our automated post-processing step removes out-
liers, easily identified by wrong marker dimensions. The deviation
between 3D reconstructed corners and the laser-scanned ”ground-
truth” averages 2.2cm (SD 3.3cm). Only two percent of the markers
were removed as outliers, indicating a good coverage of the targeted
area. The length of the room as measured from the 3D model devi-
ates by just 1.3cm from the measurement of the laser scanner, which
is slightly over 0.05% of the 25.44m room length. On this scale,
the error is negligible for most MR applications. Furthermore, the
resulting subjective tracking experience of the experimenters is just
as good as with the laser-scanned marker-map. Finally, the recon-
structed mesh and texture appear detailed and realistic from visual
inspection and can be integrated into an MR experience. Fig. 5 (b)
demonstrates the 3D reconstructed model of the actual room after
photogrammetry, while Fig. 5 (a) shows the same part of the room
in a normal camera photo taken by the Photogrammabot.

It is noteworthy that to reduce the power consumption of the
mechanical parts of the robot, meaning the wheels and the servos of
the PhantomX micro turret, and lower the risk of introducing errors,
the working velocity and the maximum forward and backward accel-
eration of the robot and the micro turret are limited to 20% of their
maximums. These values can be increased for operation in larger
environments using configuration files, resulting in significantly
shorter required time-to-complete, at the cost of higher battery con-
sumption rate, and more required processing power by the SLAM
algorithm to cancel the localization error, specially when the area
has a slippery floor that can cause the robot to slip due to high trans-
lational and rotational accelerations. The other reason for setting
the limits to 20% is that our use cases for the Photogrammabot are
not time-sensitive. The priority was extended battery running time,
lower robot maintenance costs and effort, more accurate images,
and better photogrammetry results. The current settings allow the
Photogrammabot to run around 6 hours.

Photogrammabot can save several hours of tedious, repetitious
human labor per reconstruction. For a human photographer with
the same camera as the robot’s, the average time needed for each
photo considering the relocation to cover the entire area is measured
around 10 seconds, resulting in a total operation duration similar to
the required time by Photogrammabot for the same place at 20%
velocity and acceleration limit. Additionally, specific measuring
tools such as a compass should be utilized by him/her for taking
aligned photos, which increases the time per photo even more. In
cases where insufficient lighting or precision requirements make the
use of a tripod or other tools necessary, required time can increase
even further. Although a human’s needed amount of time to accom-
plish the operation can be reduced to some extent after training and
practice, these still need investing time and human effort. In addi-
tion, for a better overlap of ceiling images without distortion from a
wide-angle lens, the photos are better to be taken from as close to the
ground as possible. The camera’s height in Photogrammabot is be-
low 40cm from the ground, while an average camera holding height
for a human is considerably higher. Needless to mention, holding
the camera near the ground can significantly increase the time and
inconvenience for the human photographer. Photogrammabot, on
the other side, requires under one minute of manual intervention to
set up and start, while it automatically produces high-quality photos
with predictable results of the photogrammetric reconstruction, thus

Figure 5: (a) A sample photo, taken by the Photogrammabot from the
room for photogrammetry. (b) The rendered result of photogrammetry
of the same room.

saving many hours of human work time per scan in many situations.
Furthermore, it is far more energy-efficient for remote sites to ship a
comparatively small robot that needs no special training for starting
the operation than have human photographers travel by plane to the
target site.

5 CONCLUSION AND FUTURE WORK

We have presented Photogrammabot, an autonomous robotic setup
to facilitate precise 3D reconstruction of an unknown indoor envi-
ronment by capturing a very high number of aligned photos from
predefined angles. The evaluation results presented in the previous
section demonstrated the fitness of Photogrammabot for the men-
tioned purpose from both providing good quality input images for
photogrammetry to build high-quality 3D reconstructed content for
MR, and reducing human effort to collect them. In addition, Pho-
togrammabot has been shown to be suitable for aiding mapping of
fiducial markers for tracking in the Immersive Deck™ MR system.

Although the time spent by the robot for the photography opera-
tion stayed roughly similar to a human photographer in our exper-
iment, the human effort spent for the process was decreased by a
factor of two orders of magnitude. As mentioned before, increasing
the velocity and the acceleration limits of the robot and its integrated
micro turret can make the process multiple times faster for the sce-
narios where shorter time-to-complete is desirable. Photogrammabot
can save several hours of time and effort for MR developers and
researchers and ensures the quality of the final reconstructed space
supported by its precision of image capturing orientation. It is af-
fordable, easy to build and assemble using the given instructions
and the publicly shared code repository, and effective not only for
one-room environments, but an entire connected floor thanks to its
frontier-based exploration algorithm and its ability for collision-free
navigation.

In future work we want to conduct comparative studies to deter-
mine the final quality of the 3D reconstructed model and the ease of
use of Photogrammabot compared to the manually-capturing-photo
method and current 3D scanning with LiDAR. Furthermore, we



will perform tests in multi-room environments and adapt the algo-
rithms where necessary in future work. Ultimately, a complement
to this can be adding the capability of going up or down the stairs
for a multi-story 3D reconstruction by augmenting the Kobuki base,
or replacing it with a mobile base with stair climbing capabilities.
For larger environments, the battery capacity can be increased, as
Kobuki base is claimed to be able to handle 5Kg payload while
in this setup the weight of the extra components used to build the
Photogrammabot is under 2Kg. As a result, the rest 3Kg unused
payload capacity can be dedicated to adding extra battery to prolong
the operation time, or supply power to new components.

Finally, an object scanning mode could be developed, focusing
the robot movement and image capture on one physical object or
a small collection of objects to be reconstructed as content in MR
experiences.
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