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Overview	of	the	AI	Act

Scope

Timeline

AI	Act	Proposal

Apri2021

Placing	on	the	market,	putting	into	service,	
and	use	of	AI	systems	within	the	EU

In	this	presentation,	the	Council’s	common	position	is	adopted.

Key	Legal	Roles	Subjected	to	Obligations
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e:
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ico
n.
co
m An	 entity	 who	 develops	 an	 AI	 system	 or	

that	has	an	AI	system	developed	and	places	
that	 system	 on	 the	 market	 or	 puts	 it	 into	
service	…(Art.	3(2))

An	entity	under	whose	authority	 the	system	
is	used	(Art.	3(4))
Not	the	same	as	“end-uses”

Council’s	common	
position	
(CZ	presidency)

Nov	2022

June	2022

French	Presidency
consolidated	version

May	2023

Draft	compromise	
amendments	

AI	Act	
Publication

Dec	2023	
(expected)

AI	Provider

AI	User

Entry	into	
force

12	days 36	months

Application
June	2023	(expected)

trilogue

Vote	in	the	
plenary
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AI	Act’s	Risk	Hierarchy	

Unacceptable	Risk

High	Risk

Limited	Risk

Minimal	Risk

Prohibited	to	be	place	on	the	market,	put	into	service,	or	use

Title	IV:	Transparency	Obligations	for	Providers	and	Users	of	Certain	AI	
Systems

Title	IX:	Codes	of	Conduct

Harmful	risk	to	three	
areas:

Health	

Safety	

Fundamental	
rights	

Title	III,	Chapter	2:	Requirements	for	High-Risk	AI	Systems
Title	III,	Chapter	3:	Obligations	of	Providers	and	Users	of	High-Risk	
AI	Systems	and	Other	Parties
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What	is	Classified	as	High-Risk	AI?

A	product	covered	by	the	Union	harmonisation	legislation	(Annex	II)	
&

is	required	to	undergo	a	third-party	conformity	assessment

Used	as	a	safety	component	of	a	product	covered	by	Annex	II	legislation
&

is	required	to	undergo	a	third-party	conformity	assessment
2

An	Application referred	to	in	Annex	III

Under	the	AI	Act,	an	AI	system	is	high-risk	if	it	is:

OR

Annex	III
High-risk	uses	are	listed	under	8	
areas

Article	6

1

3

OR
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Annex	III	High-Risk	Applications—Some	Practical	Aspects

What information	 is	 needed	 to	 make	 a	
decision	about	whether	an	application	of	AI	is	
high-risk?

When	should	the	decision	be	re-visited?

Who	is	responsible	for	making	the	decision?

im
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Information	Required	for	Determining	High-Risk	AI	

(1) In	which	Domain	is	the	AI	system	used?	
(2) What	is	the	Purpose	of	the	AI	system?
(3) What	is	the	Capability	of	the	AI	system?
(4) Who	is	the	User	of	the	AI	system?
(5) Who	is	the	AI	Subject?

By	analysis	of	Annex	III,	we	identified	5	core	concepts	for	determining	high-risk	applications	of	AI
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Example	of	Identification	of	High-Risk	AI	Using	the	5	Concepts

(1) In	which	Domain	is	the	AI	system	used?	
(2) What	is	the	Purpose	of	the	AI	system?
(3) What	is	the	Capability	of	the	AI	system?
(4) Who	is	the	User	of	the	AI	system?
(5) Who	is	the	AI	Subject?

Law	enforcement

Assessing	past	criminal	
behaviour

Behaviour	analysis

Law	enforcement	authority

Individuals	who	are	suspected	of	a	crime

The	AI	system	is	highly	likely	to	be
High-Risk	according	to	Annex	III,	6e	
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Specifying
Annex	III	
High-Risk	
Conditions	
Using	the	5	
Core	
Concepts	

Based	on	the	Council’s	common	
position,	Nov	2022
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Annex	III	
High-Risk	
Conditions	
Related	to	
Law	
Enforcement
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VAIR:	Vocabulary	of	AI	Risks

• Specialisation	of	AIRO	(AI	Risk	
Ontology)																					
https://w3id.org/airo

• VAIR	includes	instances	of	concepts	
represented	in	AIRO

https://w3id.org/vair
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VAIR:	Vocabulary	of	AI	Risks

• Sources	used	for	population	of	
VAIR:	
• The	AI	Act
• ISO/IEC	22989		AI	
concepts	and	terminology

• AI	Watch’s	taxonomy	

AI
Techniques	(19)
Capabilities	(30)
Types	of	AI	(17)
Components	(34)
Characteristics	(20)
Outputs	(6)

Uses	of	AI
Purposes	(114)
Domains	(13)

Risk
Risk	Sources	(43)
Consequences	(4)
Impacts(12)
Impact	areas	(5)
Controls	(18)

Stakeholder
Stakeholder	roles	(40)

Document	and	
standard
Documents	(12)
Standard	(22)

Taxonomies	in	VAIR
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VAIR	Benefits

• A	 basis	 for	 a checklist for AI risk
management
• Providing	 free	 and	 open	 access	
to	AI	risk	information	
• VAIR	 is	 available	 under	 the											
CC-BY-4.0	Licence

• Can	be	Extended
• Describing rules for determining
high-risk	AI	as	per	Annex	III

• Maintaining	 information	 about	 AI	
systems	 and	 their	 risks	 in	 a	 formal	
and	interoperable	format

A	Tool	for	Assisting	with	
Determining	High-Risk	AI
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When	should	the	decision	be	re-visited?

1)	Substantial	modification

• Changes	to	the	5	core	concepts
• Domain,	Purpose,	Capability,	AI	User,	AI	Subject

• Other	examples
• Modification	of	the	risk	management	process	(Art.	9)
• Change	of	training	data	(Art.	10)	

2)	Amendments	to	Annex	III		made	by	the	European	Commission

Changes	that	affect	either	the	system’s	conformity	with	the	high-risk	AI	
requirements	or	its	intended	purpose	are	applied	(Art.	3(23))
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Who	is	responsible	for	making	the	decision?

• AI	Provider	
• Any	entity	that	satisfies	the	definition	of	AI	provider	(Art.	
3(2))

• Other	entities,	e.g.	AI	User,	to	whom	responsibilities	of	AI	
provider	are	delegated	(conditions	of	Art.	23a(1))

• Providers	of	general	purpose	AI	that	might	be	used	as	a	high-
risk	AI	system	or	its	components
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The	AI	Act	and	Harmonised	Standards	

• The	AI	Act	relies	on	standards	for	providing	assistance	in	
conformity	tasks	

	
Presumption	of	Conformity	(Art.	40)
compliance	with	the	requirements	through	conformance	to	harmonised	standards

Indexed	in

Draft	
standardisation	request	

(December	2022)
Cooperation
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Current	State	of	Standardisation	at	ISO	JTC	1/SC	42

• Analysis	 of	 ISO	 JTC	 1/SC	 42	 on	
AI	activities

• Standards	 that	 can	 be	 used	 for	
compliance	 with	 high-risk	 AI	
requirements	
• Lack	of	certifiable	standards	that	help	
with	 demonstrating	 compliance	 with		
the	AI	Act

• Some	 of	 the	 areas	 that	 need	
standardisation:	
• Document	 generation,	 e.g.	 technical	
document	(Art.	11)

• Record	keeping	(Art.	12)
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Future	Work

• Enhancing	VAIR	and	providing	it	as	a	checklist	for	AI	risk	
management	
• Through	engagement	with	community
• Sector-specific	extensions

• Developing	tools	for	assisting	AI	Providers	and	AI	Users	
in	compliance	with	the	AI	Act’s	requirements
• Providing	guidance	on	legal	requirements,	relevant	standards,	and	the	
information	required	to	be	maintained	
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